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Abstract

This paper introduces an Integer Programming model for multidimensional assignment problems and examines

the underlying polytopes. It also proposes a certain hierarchy among assignment polytopes. The dimension for

classes of multidimensional assignment polytopes is established, unifying and generalising previous results. The

framework introduced constitutes the first step towards a polyhedral characterisation for classes of assignment prob-

lems. The generic nature of this approach is illustrated by identifying a family of facets for a certain class of multidi-

mensional assignment problems, namely “axial” problems.

1 Introduction

Assigmnet structures are embedded in numerous combinatorial optimisation problems. An assignment occurs when-

ever a member of an entity must be allocated/mapped to a member of another entity. The simplest case of an assign-

ment problem is the well known � -index assignment, which is equivalent to the weighted bipartite matching problem.

Further examples are assignment of facilities to locations or assignment of delivery points to vehicles.

Extensions of the assignment structure to more than two entities give rise to multidimensional (or multi-index)

assignment problems, formally introduced in [21, 22]. These problems essentially ask for a minimum weight clique

partition in a complete � -partite graph (see also [6]). Normally, the weighted sum of the variables constitutes the

objective function, a fact that justifies the alternative term linear sum assignment problems ([8]). Clearly, a � -index

assignment problem is defined on � sets, usually (but not always) assumed to be of the same cardinality ��� The goal

is to identify a minimum weight collection of � disjoint tuples, each including a single element from each set. This is

the class of axial assignment problems ([3, 28]).

A different structure appears, if the aim is, instead, to identify a collection of �
	 tuples, partitioned into � disjoint

sets of � disjoint tuples. By way of illustration, consider the problem of allocating � teachers to � student groups for

sessions in one of � classrooms and using one of � laboratory facilities, in such a way that all teachers teach all groups,

using each time a different classroom or a different facility (for a relevant case, see [11]). These assignment problems

are called planar and are directly linked to structures called Mutually Orthogonal Latin Squares (MOLS) ([17]).

Generalising this concept, we could ask for an optimal collection of ��� tuples, thus defining the �
������� assignment

problem of order ��� hereafter denoted as �
������� AP � , which encompasses all known assignment structures.
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This paper provides an Integer Programming formulation of the �
������� AP � and examines the underlying polytope������� ���� . Previous polyhedral analysis has been conducted only for � �"! and �$#&%'��� ([1, 3, 9]). Our work unifies and

generalises these findings by establishing the dimension of multidimensional assignment polytopes. By introducing

a generic framework, it allows for further application of the tools of polyhedral combinatorics to a whole class of

assignment problems instead of a single one. In particular, it provides a non-trivial class of facets for the polytope

of multidimensional (axial) assignment problem. It also defines a certain hierarchy for this class of combinatorial

optimisation problems.

An excellent review for assignment problems appears in [28], where complexity and approximability issues are

covered. It is known that the � -index problem is polynomially solvable, whereas the ( -index axial and planar problems

are )"* -hard (see [14] and [16], respectively). The authors of [7] prove that the multidimensional (axial) assignment

problem remains )"* -hard for �,+-(.� if the coefficient vector of the objective function fulfills and Anti-Monge

condition.

Apart from its theoretical significance, the �
������� AP � possesses numerous applications. Multidimensional (axial)

assignment structures have recently received substantial attention, because of their applicability in problems of data

association. Such problems arise naturally in multi-target/multi-sensor tracking in satellite surveillance systems (see

[23]). An application to the problem of tracking elementary particles at the Large Electron-Positron Collider of CERN

is reported in [26]. The planar problems share the diverse application fields of MOLS, e.g. multivariate design, error

correcting codes and timetabling (see also [17]).

The rest of this paper is organised as follows. Section 1.1 introduces the notation used throughout and Section

1.2 presents the mathematical formulation of the �
������� AP �/� Concepts of polyhedral theory are reviewed in Section 2,

where a number of boundary conditions are also exhibited. Section 3 establishes the dimension of the linear assignment

polytope. Section 4 examines the convex hull of integer vectors, provides a necessary condition for the existence of a

solution to the �
������� AP � and presents a hierarchy of assignment polytopes. The dimension of the axial assignment

polytopes is established in sections 5, while a family of non-trivial facets is exhibited in Section 6. Finally, Section 7

establishes the dimension of the planar assignment polytopes.

1.1 Definitions and notation

Let 0 denote a set of � distinct elements and assume wihout loss of generality that 01#324%'�5�5�5�6���/7 . Consider �
disjoint � -sets 8:9���8 	 �5�5�5�5��8 � and define 8<;=#>8:9@?A8 	 ?CB5B5B.?A8 � # �DEGF 9 8 E . If H EJI 8 E , K�L I 0M� it follows

that �GH 9 �NHO	P�5�5�5�5�NH � � I 8<; . It is important to distinguish between
�DEGF 9 8 E and

DERQ ; 8 E , since the latter could imply

any set of (all) � -tuples, which are not necessarily ordered increasingly with respect to the values of index L . For

example, it could be that ST#U�GH � �NH ��V 9 �5� � � �NH 9 � I DERQ ; 8 E � although SXWI �DEGF 9 8 E � Tuples can be regarded as subsets

of 8<;Y� therefore the usual set operations, e.g. union, are applicable. Two tuples are called disjoint if they have no

common element.

Let Z ��� � #&2�0\[^]_0a`�b 0\[Rb4#c�P7 . The cardinality of Z ��� � , denoted as b Z ��� � b , is equal to d � � e . Let also f I Z ��� � ,8hg # DERQ g 8 E , 8 ;Ti�g # DERQ ;Ti�g 8 E and define the trivial mapping j ��� � `/�
8hg^��8 ;Ti�g �lk-8<; . The definition implies

that an unordered � -tuple and an unordered �
�Jmn��� -tuple are mapped to an ordered � -tuple. Let us provide an example.
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Example 1.1. Let 0o#=24%'���p�q(.�N!.7 , �$#>� , fr#=2s�p�N!.74�NH E�I 8 E K�L I 0 . Thenjut � 	 �N�GH 	 �NH t �6���GH 9 �NHOv��N�w#xjut � 	 �N�GH 	 �NH t �6���GHOv'�NH 9 �N�l#jut � 	 �N�GH t �NH 	 �6���GH 9 �NHOv��N�w#xjut � 	 �N�GH t �NH 	 �6���GH 9 �NHOv��N�l#�GH 9 �NH 	 �NHOv'�NH t �
In order to illustrate a number of technical proofs without having to examine all symmetrical cases, we introduce

a further level of abstraction by defining y E I 0M�NL@#z%'�5� � ����� such that

EGF �{EGF 9 2�y E 7n|U0 . Let f}#~2�yN9��Ny 	 �5� � � �Ny � 7 ]&0 ,8hg #>8<���@?O8<� ��?CB5B5B�?A8<��� and 8 ;Ti�g #}8<���
���@?A8<���
�'�$?CB5B5B.?A8<��� . Also, let H � � I 8<� ��K�L I 0 . Since y E is

not necessarily equal to L6� we can write:j ��� � �N�GH 9 �5� � � �NH � �6���GH ��� 9 �5� � � �NH � �N�J#_j ��� � �N�GH ��� �5� � � �NH ��� �6���GH ���
��� �5� � � �NH ��� �N�J#��GH 9 �NH 	 �5� � � �NH � �
By definition, j ��� � is flexible enough to represent the mapping of unordered � -tuples to ordered ones. In particular,

consider the cases �\#�� and �\#�� . In the first case, f�#�0 , whereas in the second one f�#�� . Hence, if we

conventionally define 8h��#c�p�sj ��� � (or equivalently j ��� � ) denotes the mapping of any unordered � -tuple, formed byH 9 �NHO	P�5�5�5�5�NH � , to the ordered tuple �GH 9 �NHO	P�5�5�5�5�NH � � . Formally,j ��� � �N�GH ��� �5� � � �NH ��� �6���
�N�J#}j ��� � �N�
�6���GH ��� �5� � � �NH ��� �N�J#��GH 9 �NH 	 �5� � � �NH � �
or, equivalently, j ��� � �GH ��� �5� � � �NH ��� �l#}j ��� � �GH ��� �5� � � �NH ��� �l#��GH 9 �NH 	 �5� � � �NH � � (1.1)

It is easy to see that the mapping j exhibits the commutative and associative properties:j ��� � �N�GH ��� �5�5�5�5�NH ��� �6���GH ���
��� �5�5�5�5�NH ��� �N�l#}j ��� ��V � �N�GH ���
��� �5�5�5���NH ��� �6���GH ��� �5�5�5�5�NH ��� �N�6��K����_� (1.2)j ��� � �N�GH ��� �5�5�5�5�NH ��� �6���GH ���
��� �5�5�5���NH ��� �N�J#_j ��� � V E �N�GH ��� �5�5�5�5�NH �����'� �6���GH �����'����� �5�5�5���NH ��� �N�6��K�L������_� (1.3)

For the rest of the paper, we follow the convention that H E denotes an index with domain 8 E , (thus H E�I 8 E ),
whereas H E� �NH E 9 �5�5�5� denote the elements of the set 8 E , i.e. the values of the index H E �
1.2 Mathematical Formulation

Definition 1.1. Let 03#c24%'�5� � ���/7 and an integer � I 24%'�5� � � ����m<%P74� Consider � disjoint � -sets 8�9���8 	 �5�5�5�5��8 � and

select any �
�Ym<���_%�� of these sets. Define the following sequence of powersets:� � is the set of all �
��m<���_%�� -tuples �GH ��� �5� � � �NH ��� �4�
��� � I 8<���@?CB5B5B.?A8<��� �4�
��� ��y E I 0M�� 9 is the set of all subsets of
� � consting of � disjoint �
��m<���_%�� -tuples

for Ll#>�p�5� � � ����m"%� E is the set of all subsets of
� E V 9 which consist of exactly � disjoint members of

� E V 9� � is the set of all subsets of
� � V 9 which consist of exactly � disjoint members of

� � V 9
Definition 1.2. The �
��������� � � problem asks for a minimum weight member of the set

� � .
It follows that the �
��������� � � problem asks for a minimum weight collection of �
�J�
�umY�p� %��6m tuples. For example,
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the � (.�5%���� � � asks for a minimum weight collection of � disjoint triplets and the � (.���'��� � � asks for a minimum

weight collection of � 	 disjoint pairs, which can be partitioned into � sets of � disjoint pairs. Note that an equivalent

representation could be expressed in terms of asking for �
� V 9 clique partitions in the complete �
� m��$�=%�� -partite

graph.

Let us introduce an Integer Programming formulation of the �
��������� � �^� A binary variable ¡�¢ � � ¢ � � £ £ £ � ¢ � and a

(real) weight coefficient ¤T¢ � � ¢ � � £ £ £ � ¢ � is associated with each � -tuple �GH 9 �NHO	'�p� � � �NH � � . Any �
�¥mh���}%�� out of the��� -sets can be regarded as indexing the �
��m<���}%��6m tuples, while the remaining �
��m�%�� sets index the members of

the powersets
� 9s�5�5�5��� � � V 9 selected � For example, ¡�¢ � � ¢ � � £ £ £ � ¢ � #¦% implies selection of the tuple S�#§�GH 9 �NHO	P�� � � �NH ��V ��� 9 �6� Among the � (disjoint) members of set

� � V 9 selected, tuple S belongs to the H � th one. This member

of
� � V 9 consists of � disjoint members of

� � V 	 and tuple S belongs to the H ��V 9 th one, and so on.

We examine a simple corollary of the above. Let Ss�q¨ I 8:; and ¡�©��N¡�ª be the corresponding variables � If b Sp«@¨�b�+�'� the variables ¡^©5�N¡�ª have at least � indices in common, hence, assume H ��� �5�5�5�5�NH ��� to be � common indices. Then,¡�©M#3¡�ªh#¬% implies the existence of a pair of �
�Om>�­�U%�� -tuples, both belonging to the same member H � � of

powerset
� � �5� for all Ll#=%'�5�5�5�5����mC%'� But then, member H ��� of powerset

� 9 contains two �
�@mA�u�<%�� -tuples having

index H ��� in common, i.e. two non-disjoint tuples, which is a contradiction to Definition 1.1. It follows that a pair

of variables, which have at least � indices in common, cannot simultaneously take value %'� This fact is reflected by

the integer programming formulation of �
��������� � �^� which is derived by summing over all possible subsets of �¥m"�
out of � indices. In other words, there are exactly � “fixed” indices in each constraint. As an example, consider the

formulation of �
���5%�� AP � (in [23]), which is derived by summing over all possible subsets of ��m"% out of � indices.®¥¯ °$± 2�¤�¢ � � ¢ � � £ £ £ � ¢ � B5¡/¢ � � ¢ � � £ £ £ � ¢ � `��GH 9 �NH 	 �5�5�5���NH � � I 8<;­7 (1.4)

s.t. ± 2�¡�² ��³ � � ¢T´ � ¢�µ�¶�´ � `PH ;Ti�g I 8 ;Ti�g 7·#¸%'��K�H g I 8hg���K�f I Z ��� � (1.5)¡/¢ � � ¢ � � £ £ £ � ¢ � I 2��.�5%P74��K��GH 9 �NH 	 �5�5�5���NH � � I 8<; (1.6)

Note that 8 ;Ti�g is the set of indices appearing in the sum, whereas 8"g is the set of indices common to all variables

in an equality constraint. Let � ����� ���� denote the � �.�5%�� matrix of the constraints (1.5). The matrix � ����� ���� has � � columns

and d � � e ?¹�º� rows, i.e. �º� constraints for each of the d � � e distinct f I Z ��� � . Each constraint involves � ��V � variables.

Under these definitions, it is obvious that �
�p�5%�� AP � refers to the � -index assignment problem, � (.�5%�� AP � to the ( -
index axial assignment problem ([3, 10]), � (.���'� AP � to the ( -index planar assignment problem ([9, 18]), and �G!����'� AP �
to the ! -index planar assignment problem ([1]). Note that parameter � is central to the type of assignment required at

each problem, i.e. the axial problems imply �­#,% and the planar problems imply �­#�� . An analogous formulation

and classification appears in [28], where the �
��������� � � is called the “ »�m fold � IAP”.
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2 Assignment polytopes and related structures

2.1 General concepts

Recall first a number of introductory definitions from polyhedral theory (see [20, 25]). A polyhedron is the intersection

of a finite set of (affine) half spaces. A polytope is a bounded polyhedron. A polytope ¼ is of dimension � , denoted as¨'yRH¹¼ , if it contains �¹�}% affinely independent points. By convention, if ¼\#}� then ¨'yRH¹¼r#Um�% . Given that ¼"½#>� ,
consider an inequality ¾4¡:�&¾ � satisfied for all ¡ I ¼ . Then the set ¿¦#~2�¡ I ¼_`�¾4¡<#U¾ � 7 is called a face of ¼J�
A face ¿ is called proper if ¿§À=¼ . A proper, non-empty face ¿ of ¼ is a facet if Á ¯ ® ¿z#UÁ ¯ ® � m}% . Facets are

maximal faces with respect to set inclusion.

Let Â be a real valued HÃ?h� matrix and Ä I~Å ¢ . If ¼¦#Æ2�¡ I,Å � `@Â F ¡,#ÇÄ F �qÂnÈº¡z�-Ä�È�7 , whereÂU#�É Â F �qÂ È�Ê�Ë , Ä�#�É Ä F ��Ä È�Ê�Ë and ¼"½#}� , a core result of polyhedral theory states

dim ¼M#_�¹mCÌs¾4�º�pÂ F (2.1)

The convex hull of the integer points satisfying the constraints (1.5) is the �
������� assignment polytope, denoted

as
� ����� ���� . Formally,

� ����� ���� # conv 2�¡ I 2��.�5%P7 � � `u� ����� ���� ¡_#zÍ'7 , where Í is a column vector of ones. The linear

relaxation of
� ����� ���� � also called the linear assignment polytope, is the polytope

� ����� ���n#32�¡ I=Å � � `l� ����� ���� ¡>#Í4�N¡A+��p7 . Obviously,
� ����� ���� ] � ����� ��� .

Clearly, the assignment polytope is a special case of the set-partitioning polytope defined as
� g4Îh#c2�Ï I 2��.�5%P7sÐT`Â­Ï<#~Í'7 , where Â is a ��m>% matrix. A close relative of

� g4Î is the set-packing polytope Ñ� g4Î�� defined exactly as� g4Î but with “ # ” replaced by “ � ”. In our case, Ñ� ����� ���� #�S�Ò��^Ó�2�¡ I 2��.�5%P7 � � `�� ����� ���� ¡<�cÍ'7 . A relation, inherited

from the general case, is that
� ����� ���� is a face of Ñ� ����� ���� implying Á ¯ ® � ����� ���� �zÁ ¯ ® Ñ� ����� ���� . Polytope Ñ� ����� ���� is full

dimensional, hence Á ¯ ® Ñ� ����� ���� #_� � , i.e. its dimension is independent of � . For a survey on Ñ� g4Î ,
� g4Î and on related

problems, see [2].

Another class of polytopes related specifically to
�n����� 9 �� is given by the multi-index generalized assignment prob-

lems. The simplest representative is the (two-index) generalized assignment problem (GAP) ([19]). This class is

defined for �\#Ô%'� i.e. they constitute an extension of the axial assignment problems, in the sense that one of the

constraint sets consists of equalities of the type Õ�#~%�Ö , whereas the rest consist of inequalities of the type Õ���Ä E Ö ,
where Ä E I_×­Ø Ù � Ø� ��L I 0oÚ�24%P7 . Sets 8 E are not necessarily of the same cardinality. Instead, 8�9X#�24%'�5�5�5��� Û^9�7 ,8 	 #~24%'�5�5�5�6� Û 	 7 , . . . , 8 � #~24%'�5�5�5��� Û � 74� where Û^9¥��Û 	 �,�5�5�º�_Û � . The (multi-index) generalized assignment

polytope is defined as± 2�¡�² ��³ � � ¢ � � ¢ µ�¶�Ü �
Ý � `ÞH ;Ti6ß�9qà I 8 ;Ti6ß�9qà 7$#&%'��K�H 9 I 8:9± 2�¡�² ��³ � � ¢ � � ¢ µ�¶�Ü ��Ý � `ÞH ;Ti6ß E à I 8 ;Ti6ß E à 7��_Ä E ��K�H E I 8 E ��K�L I 0¦ÚT24%P7¡ ¢ � � ¢ � � £ £ £ � ¢ � I 2��.�5%P74��K��GH 9 �NH 	 �5� � � �NH � � I 8<;
Applications of this model, for the ( -index case �
�&#Ç(4� , can be found in [12, 13, 19]. Finally, we note that a

similar approach can be used for modelling an extension of the transportation problem, called the solid (multi-index)

transportation problem, introduced in [15].
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2.2 Two special cases

For �$#>��� constraints (1.5) reduce to the system of trivial equalities¡ ¢ � ¢ �6á á á ¢ ��#=%'��K��GHM9��NH 	 �5�5�5�5�NH � � I 8<; (2.2)

whereas, for �$#}�.� constraints (1.5) result in the single equality constraint± 2�¡ ¢ � � ¢ � � £ £ £ � ¢ �­`��GHM9s�NH 	 �5�5�5���NH � � I 8<;­7�#&% (2.3)

Lemma 2.1. Ìs¾4�º�p� ����� � �� #_� � and ¨'yRH � ����� � �l#}¨'yRH � ����� � �� #}� .
Proof. It is easy to see that � ����� � �� #}â � �'ã � � � Therefore, Ìs¾4�º�p� ����� � �� #_Ìs¾4�º�pâ � �'ã � � #_� � .

Note that (2.2) implies that
� ����� � �l| � ����� � �� ½#>� since both polytopes contain the single point ¡¹#}Í4� By definition,¨'yRH � ����� � �l#}¨'yRH � ����� � �� #}� .

Lemma 2.2. Ìs¾4�º�p� ����� � �� #&% and ¨'yRH � ����� � �l#_¨'yRH � ����� � �� #_� � m"% .
Proof. (2.3) is a single equality constraint, thus � ����� � �� is a row vector of ones. This implies Ìs¾4�º�p� ����� � �� #&% . Clearly,� ����� � �@½#}� since ¡¹#���%sW�� � �5�5�5�5�5%sW�� � ��Ë I � ����� � � . It follows from (2.1) that ¨'yRH � ����� � ��#�� � m"% .

Since,
� ����� � �� ] � ����� � ��� it also holds that ¨'yRH � ����� � �� ��¨'yRH � ����� � � . We prove that this bound is actually attained by

exhibiting a set of � � linearly independent points of
�¥����� � �� . For each L I 24%'�5�5�5�6�N� � 7 consider the vector, consisting

of � � entries, that has a one at position L and a zero elsewhere. Hence, ¨'yRH � ����� � �� #_� � m"% .
Corollary 2.3.

� ����� � �� is a facet of Ñ� ����� � �� .

Proof.
� ����� � �� ÀÇÑ� ����� � �� � since point ¡¹#�� �.�5�5�5���q�4��Ë belongs to Ñ� ����� � �� but not to

� ����� � �� . By Lemma (2.2), ¨'yRH � ����� � �� #� � m"% and we also know that Á ¯ ® Ñ� ����� � �� #_� � . The result follows.

3 The äPå�æ�ç�è linear assignment polytope

First, we propose an ordering of the rows and columns of � ����� ���� . Observe that each set f I Z ��� � is uniquely associated

to a row set of � ����� ���� . Each such f can be regarded as a subset of � indices, written (by convention) in ascending order�GyN9��5�5�5�5�Ny � �6� where y E �:y E � 9 for Ll#&%'�5�5�5������m"%'�
Definition 3.1. Let f
��f [ I Z ��� � � where f:#,�GyN9��5�5�5���Ny � �6�4f [ #��Gy [ 9 �5�5�5�5�Ny [ � �6� It holds that f�écf [ if and only if there

exists L I 24%'�5� � ���P7 such that y
ê­#_y�[ê for Û¹#&%'�5� � �NLºm"% and y E é:y�[E �
It follows that there exists a strict order of all �'m subsets of indices, i.e. a strict order of all f I Z ��� � � Based on

this order, row sets of � ����� ���� are positioned in descending order. Within a particular row set, a row corresponds to an� -tuple of the set 8:g^� The rows are placed in ascending order with respect to the corresponding � -tuples. Columns of� ����� ���� appear in an order, where index H 9 is the slowest to vary and index H � is the quickest. Let us give an example.

Example 3.1. For �n#_!����$#>�p� there exist ë ! �sì #}í row sets. They are considered in descending order with respect

to the pair of “fixed” indices, i.e. 2��GH v �NH t �6���GHO	P�NH t �6�/�GHO	'�NH v �6�/�GH 9 �NH t �6���GH 9 �NH v �6�/�GH 9 �NHO	���7 . Rows in, say,

the second row set are identified by the values of the pair of indices �GH\	P�NH t � . The values of this pair of indices are

6



considered in ascending order, i.e. ��%'�5%��6�5�5�5������%'�N�º�6�5�5�5�����G���5%��6�5�5�5�5���G���N�º� . The columns of � � t � 	q�� are considered in

ascending ordered w.r.t. the values of the ! -tuple �GH 9 �NHO	P�NH v �NH t � , i.e. ��%'�5%'�5%'�5%��6�4�5�5�5�p��%'�5%'�5%'�N�º�6���5�5���.�G���5%'�5%'�5%��6��5�5�5���G���N���N���N�º� .
Let �GyN9��5�5�5���Ny � � I Z ��� � , where yN9­�cy 	 ��B5B5B^�cy � . The function î that maps, in descending order, the elements

( � -tuples) of set Z ��� � to 24%'�5�5�5�6��b Z ��� � b 7 is

î
�GyN9��5�5�5���Ny � �J# �± EGF 9 ïð ñ ��Vº� � V E �±ò F � � � 9 ë �YmAó��mCL�ì ô õö �_%'�1yN9@�>�5�5�.�"y � �/�'��� IA× (3.1)

To illustrate the correctness of this formula, consider the row set Ì � indexed by the � -tuple �Gyq9��Ny 	 �5�5�5���Ny � � I Z ��� � �6yN9@�B5B5B.�"y � ��y E I 0 for Ll#&%'�5�5�5����� . Let Ìs9 be a row set indexed by the same indices as Ì � in positions %'�5�5�5���NL and indicesÉ �Tm\�
�umXLN���C% Ê �5�5�5�5��� in positions L��C%'�5�5�5�5��� , i.e. ÌP9 is indexed by the � -tuple �Gyq9��Ny 	 �5�5�5���Ny E ����m\�
�umXLN���C%'�5�5�5�����.� .
Any row set preceding ÌP9 , which has the same indices as Ì � in positions %'�5�5�5���NLum"% must have an index ó in positionL , such that ó I 2�y E �_%'�5�5�5�����Ym��
�TmCLN��7 . For each such ó , positions Lº�_%'�5�5�5����� , at the � -tuple indexing the row set,

can be completed by choosing �TmCL out of ��mAó indices. This holds because there are ��mrL positions to be filled and��mAó indices with value larger than ó . This results in d ��V ò� V E e possible row sets for each ó I 2�y E �_%'�5�5�5������m��
�TmCLN��7 .
Repeating this process for all y E �NL­#�%'�5�5�5����� and taking the sum, results in the total number of row sets precedingÌ � (i.e. equation (3.1)). Therefore, the row set �Gy�9��5�5�5�5�Ny � �6�pyN9 ��B5B5BJ��y � , includes rows î
�Gyq9��5�5�5�5�Ny � ��BP� � �=% to�
î
�GyN9��5�5�5�5�Ny � ���c%��lB��º� , i.e. one row for each value of the � -tuple �GH ��� �5�5�5�5�NH ��� � . One can check that the first and

the last � -tuples, indexing the row sets (in decreasing order), have î
�
�nm"�T�c%'�5�5�5�����.�$#z% and î
��%'�5�5�5�������$# d � � e ,
respectively, as required.

Theorem 3.2. Ìs¾4�º�p� ����� ���� #>÷ �ø F ��V � 2�d � ø e �G�Om"%�� ��V ø 7 .
Proof. For �$#>� and �$#}� the theorem stands by virtue of Lemmas 2.1 and 2.2, respectively. For %��_���_�@mr%'� the

proof includes ���_% steps. At each step we remove a set of rows aiming, at the end of the procedure, to be left with a

set of linearly independent rows. Let Ì­#}�.�5�5�5����� denote the step counter.

Observe first that the sum of all equalities belonging to the same row set results in an equality stating that the sum

of all variables is equal to �u� . Therefore, we remove the first row from all but the row sets except for the first one. The

total number of rows removed is d � � e m"%$#~d �� e �G�Om"%�� � �5d � � e m"%�� . This is the step Ì­#_� .
At step Ì¥#U% , for each index » I 0 , consider the subset of row sets ù Ð #�2sf I Z ��� � `�» I f�7 . It is easy to see

that b ù Ð b4#¦d ��V 9� V 9 e . Each row set belonging to ù Ð is further partitioned into � subsets, one for each value of the indexHAÐ . Observe that the rows of the row sets, belonging to the same subset, form a �
�Ym:%'����m:%�� AP � . Observe also that

the �A�
��mM%'���umM%�� AP � problems formed in this way, (i.e. one problem for each value of HCÐ ), are independent of each

other, i.e. each problem has a distinct set of variables. Each such problem consists of d ��V 9� V 9 e row sets, the sum of rows

in each row set stating that the sum of all the � ��V 9 variables is equal to �u� V 9 � Hence, for each such problem, except

for the one defined for HMÐ�#,% , we remove the first row from each row set, excluding the first row set. Note that the

“first” row set is the one appearing first in matrix � ����� ���� � according to the ordering described above. In other words,

for each of the �Am�%­�
�¥m�%'���Tm_%�� AP � problems, we remove d ��V 9� V 9 e m�% rows. Note that the rows corresponding to

the problem defined for HMÐ�#,% , have already been made linearly independent in the previous step. Hence, for each» I 0 , we remove �G�nmr%���� d ��V 9� V 9 e m<%�� rows, yielding a total of �^�G�nmr%���� d ��V 9� V 9 e m<%��l# d � 9 e �G�nmr%�� 9 � d ��V 9� V 9 e mr%�� rows

removed in this step.
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Similarly, at step ÌM�GÌ}�3��� , sets of exactly Ì distinct indices are considered. Let �Gy69��5�5�5���Ny ø � , denote such a

subset. We define the subset of row sets ù���� � £ £ £ � � ú¹#§2sf I Z ��� � ` { øê F 9 2�y ê47A],f�74��b ù$��� � £ £ £ � � ú�bº# d ��V ø� V ø e . Each row

set belonging to ù���� � £ £ £ � � ú is further partitioned into � ø subsets, one for each value of the Ì -tuple �GH ��� �5�5�5���NH � ú � I8<����?hB5B5B^?C8<� ú . Again, observe that the rows of the row sets, belonging to the same subset, i.e. identified by the

same value of the Ì -tuple �GH ��� �5�5�5���NH � ú � , form a �
�¥m<Ìs���Tm<ÌP� AP � . Since there are � ø distinct subsets, we have � ø
independent �
�@mOÌs���lmOÌP� AP � . Each such problem consists of d ��V ø� V ø e row sets, the sum of rows in each row set stating

that the sum of all the � ��V ø variables is equal to �u� V ø . Hence, for each of these problems, excluding the ones defined

by the Ì -tuples �GH ��� �5�5�5���NH � ú � for which at least one of the indices is equal to % , we remove the first row from each

of its last d ��V ø� V ø e m<% row sets. Therefore, for each �
��mAÌs���JmAÌP� AP � , defined by the Ì -tuple �GH ��� �5�5�5�5�NH � ú � , H � û ½#&% ,K�Û #&%'�5�5�5���NÌ , we remove d ��V ø� V ø e mr% rows. The exact rows removed for the problem identified by �GH ��� �5�5�5�5�NH � ú � , are

described in the following remark.

Remark 3.3. Let L�ü denote the maximal element of ù���� � £ £ £ � � ú'� i.e. LqüM+zL for all L I ù$��� � £ £ £ � � ú (Def.3.1). For eachL I ù$��� � £ £ £ � � ú$ÚY2�Lqü�74� we remove the row which has H ò #a% for every ó I LJÚY2�yN9��5�5�5�5�Ny ø 7 and �GH ��� �5�5�5�5�NH � ú � in

positions �GyN9s�5�5�5���Ny ø � , where H � û ½#-% , K�Ûc#-%'�5�5�5���NÌ . Note that there is a %­m&% correspondence between eachL I ù$��� � £ £ £ � � ú�ÚT2�Lqü�7 and each row removed. Obviously, b ù���� � £ £ £ � � ú�ÚT2�Lqü�7pb'#�d ��V ø� V ø e m"% .
Because there are �G��mn%�� ø such problems, we remove �G��mn%�� ø BR� d ��V ø� V ø e mn%�� rows for each distinct Ì -set �Gyq9��5�5�5�5�Ny ø � .

There are d � ø e distinct such Ì -sets of indices, therefore, the number of rows removed at step Ì is at most

ë � Ì4ì B4�G�¹m"%�� ø B4�'ë �YmCÌ��mCÌ4ì m"%�� (3.2)

Assume w.l.o.g. that row removal is implemented (i) in increasing order with respect to Ì and (ii) for a certain value

of Ì , in increasing order with respect to row ordering. For example, the step ÌO#¦% is preceding step ÌO#,� and the�
�Jmn�p���^mn�'��� � � problems corresponding to the pair of indices �GH 9 �NHO	�� are considered before the �
�Jmn�p���^mn�'��� � �
problems corresponding to the pair �GH 9 �NH v �6� To show that the upper bound defined by (3.2) is attainable, we need to

prove the following lemma.

Lemma 3.4.

(i) No rows of the �
��mOÌs���JmOÌP� AP � problems indexed by the Ì -tuple Ì � were removed at a previous step involving anÌ -tuple ýÌ � examined before Ì � .
(ii) No rows of the �
�­m\Ìs����mMÌP� AP � problems indexed by the Ì -tuple Ì � were removed at a previous step involving aÓ -tuple Ó � where Ó �:Ì .
Proof. To prove (i), let Ì � #Ç�GyN9��5�5�5�5�Ny ø � , ýÌ � #Ç�
ýþ 9s�5�5�5����ýþ ø � be two distinct Ì -tuples, i.e. there exists at least one» I 24%'�5�5�5���NÌ47 , such that y Ð ½#�ýþ Ð . Let ýÌ � be considered first and let L be an � -tuple, indexing a row set, such thatÌ � �4ýÌ � ]§L . If L #�Lqü (or LX# ýLqü ), where Lqü ( ýLqü ) is the maximal element of ù���� � £ £ £ � � ú ( ù�ÿ� � � £ £ £ � ÿ� ú respectively), then

no row is removed from row set L w.r.t. Ì � ( ýÌ � ). Thus, w.l.o.g. we assume that L\½#�L�üs� ýLqü . This implies that the

rows of L belong to the �
�XmhÌs���$mhÌP� AP � problems considered for both Ì � and ýÌ � . Let H ÿø�� #§�GH ÿ� � �5�5�5���NH ÿ� ú � andH ø�� #z�GH � � �5�5�5���NH � ú � . For each value of H ÿø�� , where H ÿ� û ½#~% , for all ÛC#~%'�5�5�5���NÌ , a row having H ò #~% , for alló I L�Ú ýÌ � is removed (Remark 3.3). This implies that this row has H ò #�% for all ó I Ì � Ú­�GÌ � «}ýÌ � � Recall that

when considering Ì � , only �
�nm<Ìs���@m<ÌP� AP � problems corresponding to values of H ø�� with no index equal to % are
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examined. Therefore, all rows removed when considering Ì -tuples H ÿø�� belong to �
� m"Ìs����m:ÌP� AP � problems not

examined when considering Ì -tuples H ø�� .
The proof of (ii) follows the same idea. Assume Ì � #z�GyN9��5�5�5�5�Ny ø � and Ó � #z�
ýþ 9��5�5�5�5��ýþ�� �6�'ÓC�cÌ . There exists at

least one index y E belonging to Ì � but not to Ó � . Let also L be an � -tuple indexing a row set such that Ì � �NÓ � À"L . If a row

is deleted when considering the �
�¥mCÓ/���@mrÓp� AP � corresponding to a certain value H � � , not having any index equal

to %'� then all indices of LuÚ�Ó � will have value % (Remark 3.3). This includes the value of the index H � � , y E I Ì � Ú�Ó � .
But then this row would belong to the problem �
� m:Ìs����m"ÌP� AP � corresponding to a value of H ø�� � where at least

one of the indices has value % . This problem is not examined when considering Ì � , since all problems defined haveH � � ½#&% .
(Back to the proof of Theorem 3.2) Summing over all Ì , we get that the total number of linearly dependent rows

of � ����� ���� is equal to �±ø F � � ë � Ì'ì B'�G�Om"%�� ø B4�'ë �YmCÌ�TmCÌ4ì m"%����
which yields the following upper bound on the Ìs¾4�º�p� ����� ���� :

Ìs¾4�º�p� ����� ���� � ë � �sì B�� � m �±ø F � � ë � Ì4ì B'�G�Om"%�� ø B'�'ë �YmCÌ��mCÌ�ì m"%����# ë � �sì B �±ø F � ë �Ìsì B4�G�¹m"%�� � V ø m �±ø F � ë � Ì'ì ë �YmCÌ��mrÌ4ì B4�G�¹m"%�� ø� �±ø F � ë � Ì4ì B'�G�Om"%�� ø
Replacing Ì by ��mCÌ at the first term and using the property d � ø e d ��V ø� V ø e # d � � e d �ø e for the second term, we get

Ìs¾4�º�p� ����� ���� � �±ø F � ë � �sì ë �Ìsì B'�G�Om"%�� ø m �±ø F � ë � �sì ë �Ì�ì B4�G�¹m"%�� ø� �±ø F � ë � Ì4ì B4�G�¹m"%�� ø (3.3)

or Ìs¾4�º�p� ����� ���� � �±ø F � ë � Ì4ì B4�G�¹m"%�� ø (3.4)

To complete the proof, we need to derive an identical lower bound on the rank � ����� ���� by exhibiting an equal number

of affinely independent columns. Each column is presented using the notation �GH 9 �5�5�5�5�NH ��V ����H ��V ��� 9 �5�5�5�5�NH � � , i.e.

it is important to differentiate between the values of the first ��m¹� indices and the values of the last � indices. Consider

the following (disjoint) sets of columns.

a) Columns having the first � m�� indices equal to % and all possible values for the last � indices in increasing

order. These columns are ��%'�5�5�5���5%'�5%'�5�5�5�6�5%��6�5� � � ����%'�5�5�5���5%'�N���5�5�5���N�º�
There are �º� such columns.
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b) Columns having any �¥mh�@m_% of the first �¥m:� indices equal to % and any possible value except for % for the

remaining index. These columns also have H ��V ��� 9­#,% and any possible value for the last �@m_% indices. An

example is the subset of columns

Columns ` ��%'�5�5�5���5%'���� 	�
 � �5%'�5%l�5�5�6�5%��6�5�5�5�5����%'�5�5�5���5%'���p�5%'�N���5�5�5�6�N�º�
No. of Indices ` ��m<�

The cardinality of a given subset of columns which has the first �nm"� indices fixed is � � V 9 . There are �Mm}%
such subsets that have the value % in the same ��m:�Tm�% out of the first �¥mh� indices. There are ��mh� distinct

configurations, for which the ��mr��m:% out of the first �­mC� indices have value % and the remaining index has a

value different than one. Thus, the total number of columns in this set is �
�Ym<���
B'�G�Om"%��uB5��� V 9 .
c) Columns having any �¥mh�@m�% of the first ��m:�Tm_%��hÌ��
� �}ÌX�c�Tm_%�� indices equal to % and any possible

value, except for % , for the Ì remaining indices H ��� �5�5�5���NH � ú �Ny Ð I 24%'�5�5�5�����JmX��mO%��XÌ47 , for all » I 24%'�5�5�5���NÌ47 .
These columns also have H ��V ��� ø #=% and any possible value for the last �TmCÌ indices. For example, let Ì­#>�
and let the last two, of the first �­mC��mh%l�r� , indices have values different from % . Then the subset of columns

defined is

Columns `¬��%'�5�5�5�5�5%'���p���� 	�
 � �5%'�5%'�5�5�5�6�5%��6�5�5�5�5����%'�5�5�5���5%'�N���N�� 	�
 � �5%'�N���5�5�5���N�º�
No. of indices `Ô��m<��m"%��:� �Ym<��m"%��:�

There are ë ��m��
��mCÌT�_%��Ì ì options for selecting the indices H ��� �5�5�5�5�NH � ú and, for each such option, �u� V ø B�G�¹m"%�� ø columns are included.

d) Columns having any �$mA�JmC% of the first �$mr% indices equal to % and any possible value, except for % , for the �
remaining indices H ��� �5�5�5���NH ��� �Ny Ð I 24%'�5�5�5������mh%P7 , for all » I 24%'�5�5�5�����P7 . These columns also have H � #&% .
There are ë �Ym"%� ì options for selecting the indices H ��� �5�5�5���NH ��� and for each option �G�rm=%��q� columns are

included.

The total number of columns exhibited in (a),...,(d) is�±ø F � ë �Ym��
�TmCÌT�_%��Ì ì B5� � V ø B4�G�¹m"%�� ø# �±ø F ��
 ë �Ym��
�TmCÌT�_%��Ì ì B5� � V ø B ø± � F � � ë Ì � ì B4��m�%�� � B5� ø V � ��� (3.5)

The right-hand side of (3.5) can be written in the form ÷ �ø F � � ø B��^�GÌP� . To identify �^�GÌP� , observe that � � , for ally I 2��.�5�5�5�6���P7 , can be derived as � � Bs� � , for Ì¹#,��mhy and
� #UÌ¹#~�$mhy . The binomial coefficients of (3.5) will

then be ë �Ym��
�Tm��
��mCy��º�_%����mCy ì #3ë �YmCyºm�%��mCyaì and ë ��mCy��mCyRì B4��m�%��N� V � . All the combinations that produce � � (i.e.� � B�� � �N� � V 9 B�� 9 �5�5�5�5�N� � B�� � ), the corresponding values of Ì and
�
, as well as the coefficients are illustrated in Table 1.
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Table 1: Identifying �^�GÌP�� Ì � � ë Ì � ì B4��m�%�� ø V � ë �Ym��
�TmCÌT�_%��Ì ì��mry �TmCy � � B�� � ë ��mCy��mCyRì B'��m�%��N� V � ë �YmCyºm"%��mCyaì��mry ��mCy^�_% � � V 9 B5� 9 ë ��mCy^�_%��mCyoì B4��m�%��N� V � ë ��mCy�TmCy^�_%�ì
...

...
...

...
...��mry � � � B5� � ë ���mCyRì B'��m�%��N� V � ë �Ym"%� ì

It follows that �^�GÌP�J#���m�%��N� V ø B�÷ �� F � V ø d ��Vº� � V � � 9 �� e d �� V ø e . Thus, (3.5) becomes�±ø F � ë �Ym��
�TmCÌT�_%��Ì ì B5� � V ø B4�G�¹m"%�� ø# �±ø F � � ø B'��m�%�� � V ø B �±� F � V ø ë �Ym��
�Tm � �_%��� ì ë ���mCÌsì (3.6)

The right-hand side of (3.3) is ÷ �ø F � d � ø e Bp�G�\m>%�� ø . Expressing term �G�\m}%�� ø using Newton’s polynomial, we

obtain �±ø F � ë � Ì4ì B'�G�Om"%�� ø # �±ø F � ë � Ì4ì B 
 ø± � F � ë Ì � ì B'��m�%�� � B�� ø V � �# �±ø F � � ø B �± � F ø ë � � ì Buë �� mCÌsì B4��m�%�� � V ø (3.7)

Equality between the two last terms of (3.7) is proven through an argument analogous with the one used for proving

(3.6).

By induction on � and Ì , it can be shown that the right-hand side of (3.7) is equal to the right-hand side of (3.6).

Thus, we obtain the independent row-column identity for the assignment problem�±ø F � ë � Ì4ì B'�G�Om"%�� ø # �±ø F � ë �Ym��
�TmCÌT�_%��Ì ì B5� � V ø B4�G�¹m"%�� ø
The submatrix of � ����� ���� formed by these columns and the remaining rows is square lower triangular with each

diagonal entry equal to %'� therefore non-singular. Hence, these columns are affinely independent. This provides a

lower bound on Ìs¾4�º�p� ����� ���� equal to the upper bound illustrated in (3.4). The proof is now complete.

Corollary 3.5. ¨'yRH � ����� ���l#>÷ ��V � V 9ø F � d � ø e B4�G�¹m"%�� ��V ø .
Proof. Follows from (2.1) if term � � is written using Newton’s polynomial.

11



4 The äPå�æ�ç�è assignment polytope

Amongst assignment problems, the one with the longest history is the two-index assignment problem. From early on,

it was known that
� � 	 � 9 �� | � � 	 � 9 � . This is a direct consequence of Birkhoff’s theorem on permutation matrices (see

[8, Theorem 1.1]). Hence, ¨'yRH � � 	 � 9 �� #>¨'yRH � � 	 � 9 �q� which by Corollary 3.5 is equal to �G�Om"%��N	 . In Table 2, we state

the known values of ¨'yRH � ����� ���� for given �
������� , other than �
�p�5%�� . We also state the values of ��� for which the proofs

are valid and the appropriate references.

Table 2: Known values of ¨'yRH �¥����� ���� .�
������� � ¨'yRH � ����� ���� References�
���q�4�6��K�� I�� � +�� � � m�% Lemma 2.2� (.�5%�� +�( � v mT(P�n�:� R. Euler ([10]), E. Balas et al. ([3])� (.���'� +"! �G�¹m"%�� v R. Euler et al.([9])�G!����'� +"!��P½#_í � t mTíP� 	 ���P�¹mr( G. Appa et al.([1])�
�����.�6��K�� I�� � +�� � Lemma 2.1

For general �
������� , since
� ����� ���� ] � ����� ��� , the result obtained in the previous section (Corollary 3.5) implies¨'yRH � ����� ���� �_÷ ��V � V 9ø F � d � ø e B5�G��mC%�� ��V ø . However, establishing the exact value of ¨'yRH � ����� ���� is not as straightforward

as in the case of ¨'yRH � ����� ��� . Note also that
� ����� ���� #>� for certain values of �����'�N� (for example, consider the polytope

for �O#=!����­#��p�N�r#�� ). We will next provide a necessary condition for
� ����� ���� ½#�� and show that the upper bound

on the dimension, implied by Corollary 3.5, is attained for ��#�% , and ��#c� , for all � IA× � ���¹+}� , provided that the

corresponding polytope is not empty.

Let us first take a closer look at the integer vectors of
� ����� ���� � Definition 1.1 implies that �u�T� -tuples have to be

selected, therefore an integer vector must have exactly � � variables equal to %'� Moreover, any integer vector must

signify � disjoint members of powerset
� � V 9�� each one containing �u� V 9 tuples (i.e. variables). Since any indexH E¥I 8 E �pL I 0M� can be regarded as indexing powerset

� � V 9�� any of its values H E� must appear in exactly �u� V 9
non-zero variables. Hence, at an integer point of

� ����� ���� , each element of any of the sets 8"9��5�5�5����8 � appears in exactly�º� V 9 variables set to one. This remark is very useful in terms of providing a mechanism of transition from one integer

point to another. Consider an arbitrary integer point ¡ I � ����� ���� , and a pair of values H E� �NH E 9 I 8 E �NL I 0 . We

set H E #~H E 9 for all the �
�Xm��$�=%�� -tuples with H E #~H E� and also H E #~H E� for all the �
� m��@�=%�� -tuples withH E #=H E 9 . The derived structure corresponds to another integer point ý¡ I � ����� ���� , since there are again exactly �u� V 9
“new” variables set to one with H E #UH E� and �º� V 9 “new” variables set to one with H E #UH E 9 . The variables, withH E #=H E� and H E #=H E 9 � set to one at point ¡ are set to zero at point ý¡ and vice versa. The values for the rest of the

variables remain the same at both points.

This notion of interchanging the role of two index values is formalised with the introduction of the interchange

operator ���:� . Hence, by setting ý¡>#§¡u�GH E� �wH E9 � E � we imply that, at point ¡º� we interchange the index valuesH E� and H E 9 � thus deriving point ý¡ . The subscript indexing the brackets denotes the set that the interchanged elements

belong to. A series of interchanges at a point ¡ I � ����� ���� is expressed by using the operator ���:� as many times as the

number of interchanges with priority from left to right. For example, ý¡C#=¡u�GH 9� �¬H 99 �q9P��%��ÆH 	9 � 	 implies that at

point ¡ we interchange H 9� and H 99 � while at the derived point we interchange % and HM	9 .
We proceed one step further and define the conditional interchange, which implies that the interchange is per-

formed only if a certain condition is met. Usually, the condition is a logical expression involving comparisons of index
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values. The interchange is performed only if the logical expression evaluates true. Since we are only going to perform

conditional interchanges, for which both the logical expression and the interchange refer to the elements of a single

set, we will use a common subscript for both. For example, ý¡"#�¡u�GH E� #,���5H E 9 � %�� E implies that at point ¡ we

apply the interchange between H E 9 and % only if H E� #>� ; otherwise, ý¡M#>¡ . The interchange operator was originally

introduced in [1] for integer points of
� � t � 	q�� �

An important issue is, given �
�����'�N�º� , whether
� ����� ���� ½#>�p� This question is difficult to answer for general �
�����'�N�º� .

However, for certain values of �'� we know that
� ����� ���� ½#}� . We have seen two such trivial cases in Section 2.2. Another

such case is obtained for �­#�% . It is easy to see that
� ����� 9 �� ½#=� , K����N� I\× � . This is because the diagonal solution,

noted as ¡ ª���� � �G¡^9q9�á á á 9­#~B5B5B�#&¡/�P��á á á �A#~%�� , always satisfies constraints (1.5), (1.6), for ��#~% . For general �X+&� ,
we provide the following necessary condition for

� ����� ���� to be non-empty.

Proposition 4.1. For ��+��p� a necessary condition for the existence of a solution to the �
������� AP � is � �"�X�:�Tm"% .
Proof. Observe first that, according to (1.5), variables appear at the same row if and only if they have at least � indices

in common (common values for indices belonging to H g ).

Given that
������� ���� ½#3� and �r+�� , consider the point ¡ [ I ������� ���� having ¡ 9�á á á 9 ¢ � � á á á ¢ � � #�¡ 9�á á á 9 ¢ �� á á á ¢ �� #aB5B5B#_¡ 9�á á á 9 ¢ �! á á á ¢ �! #=% . Such a point always exists, since rows ��%'�5�5�5���5%'�NH\�ò � I 8:9T?A8 	 B5B5B.?A8 � �6ó�#&%'�5�5�5���N� must

have exactly one variable equal to % . Also note that all indices H Eò �Ró<#o%'�5�5�5���N��� must be pairwise different since

otherwise a constraint would have a left-hand side equal to � . Consider the following sequence of points:¡ � #_¡ [ �GH � 9 ½#&%��5H �9 �Æ%�� � B5B5B5�GH �� ½#����5H �� �Ô�º� �¡ ��� 9 #_¡ � �GH ��� 99 ½#=%��5H ��� 99 �Æ%�� ��� 9
B5B5B5�GH ��� 9� ½#_���5H ��� 9� �Ô�º� ��� 9
...¡ � #_¡ ��V 9 �GH � 9 ½#&%��5H �9 �Æ%�� � B5B5B��GH �� ½#_���5H �� �Ô�º� �

Let ¡M#}¡ � . At point ¡ we have ¡�9�á á á 9q9�á á á 9$#}¡^9�á á á 9 	 á á á 	 #�B5B5B.#>¡^9�á á á 9���á á á � #U% . The notation implies that the first�lmr% indices are equal to % and the indices �'�5�5�5����� have the same value. Point ¡ must satisfy all constraints including

row �
�p�5%'�5�5�5���5%�� I 8:9J?n8 	 B5B5Bs?n8 � . Consequently, there must be exactly one variable of the form ¡ 	 9�á á á 9 ¢ �
��� á á á ¢ �
with value % . None of the indices HM��� 9 �5�5�5�5�NHA� can take the value %'� because the left-hand side of a constraint would

then become � . For the same reason they must be pairwise different. Therefore, at most �­mM% values must be allocated

to �Ym<� indices. This implies �Ym<���"�¹m"%#"¬� �����<�¹m"% .
For �M#��p� this theorem states the known fact that there can exist no more than �Cm=% MOLS of order � ([17,

Theorem 2.1]).

Let us explore the relationship between the �
������� AP � and the problems arising by decreasing by one any of the

parameters �����'� Recall first that a member of powerset
� � is equivalent to � disjoint members of powerset

� � V 9s�
i.e. to � sets of �u� V 9 �
�Om>���U%�� tuples each. It follows that a solution of �
������� AP � is equivalent to � disjoint

solutions of �
� mc%'����m>%�� AP ��� Equivalently, a vector ¡ I � ����� ���� can be used to construct � linearly independent

vectors $¡ � I � ����V 9 � � V 9 �� �Py�#�%'�5�5�5���N��� The construction is quite straightforward: for a certain index H E �NL I 0M� and¡ I � ����� ���� � define $¡ � © #=¡ ² ��³ � ��� � © � ¢ �% � for all S I 8 ;Ti6ß Ù �Rà �Py�#,%'�5�5�5���N��� It is easy to verify that $¡ � I � ����V 9 � � V 9 �� �
for y
#&%'�5�5�5���N���

In an analogous way, a solution of �
������� AP � implies a solution to �
��m"%'����� AP ��� Observe that the �
��m�%'����� AP �
requires an integer solution with �u� variables set to one, but with one index less (i.e. �
���
�Ymr��� tuples). Let the index
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dropped be H EJI 8 E ��L I 0M� Assuming ¡ I � ����� ���� � a vector ¡/[ I � ����V 9 � ���� is derived as follows:¡/[© # 
 %'� if &�H E I 8 E `@¡ ² ��³ � ��� � © � ¢ �% � #&%�.� otherwise
�M�5K^S I 8 ;Ti6ß Ù �Rà

In contrast, a solution of �
������� AP � cannot give rise to a solution of �
�����@m_%�� AP � and vice versa � Note also that

the inverse of the above is not true, i.e. a single solution to either �
�¥m�%'���@m_%���� � � or �
�nm�%'����� AP � is not always

extendable to a solution of the �
������� AP �^� The hierarchy implied by these observations is depicted in Figure 1.

Figure 1: A hierarchy of assignment polytopes

The only exception is the case of �
�lm %'�5%�� AP ��� whose solutions can always be extended to solutions of �
���5%�� AP ���
Observe that a solution to �
�Jm¹%'�5%�� AP � is a collection of � disjoint �
�Jm¹%�� -tuples, whereas a solution to �
�Jm¹%'�5%�� AP �
requires a collection of � disjoint � -tuples. By defining an additional � -set 8 � � adding a different element H � I 8 �
to each of the �
�$mC%�� -tuples constituting the solution of the �
�$mr%'�5%�� AP � , results in a solution of the �
���5%�� AP � . This

observation has obvious algorithmic implications: instead of solving the �
���5%�� AP � directly (especially for large values

of �.�6� one can solve a lower dimensional axial assignment problem �
�/[
�5%�� AP � , for �p[^���_��� and, consequently, extend

the solution to a solution of the higher dimensional problem. This algorithmic aspect is exploited in [24], within a

scheme based on Langrangian relaxation. It also appears in [6], the authors of which propose simple heuristics, which

extend a solution of �
�p�5%���� � � to a solution of �
���5%�� AP � by sequentially solving �
��mh%�� bipartite matchings. Branch

and bound methods, incorporating this characteristic to extract lower bounds on the optimal solution, are proposed for

the � (.�5%�� AP � and the � (.���'� AP � in [5] and [18], respectively. The principle is also applicable for ��+��p� the difference

being that solutions of �
�­mh%'����� AP � might not be extendable to solutions of �
������� AP � . A simple case is that of pairs

of MOLS, i.e. solutions to �G!����'� AP � , which are not always extendable to triples of MOLS, i.e. solutions of ��'p���'� AP � .
A statement summarising the above, in terms of polyhedra, is the following.

Remark 4.2. proj ( Q Î*) � ��� ³ �,+- � � ����� 9 �� �J# � ����V 9 � 9 �� and

proj ( Q Î ) � ��� ³ ��+- � � ����� ���� ��À � ����V 9 � ���� � for ��+��
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5 The axial assignment polytopes

The two most prominent representatives of this (sub)class are the polytopes
� � 	 � 9 �� and

� � v � 9 �� . We have seen that¨'yRH � � 	 � 9 �� #Æ�G�hm&%���	 . Other basic properties of
� � 	 � 9 �� can be found in [8, Theorem 1.2]. The facial structure

of
��� v � 9 �� has also been substantially studied. As mentioned earlier, the dimension of this polytope is established,

independently, in [3, 9]. Several classes of facets, induced by cliques and odd holes of the underlying intersection

graph, are identified in [3, 27]. Separation algorithms, for some of these classes, are given in [4].

To the best of our knowledge, �
�p�5%�� AP � and � (.�5%�� AP � are the only axial assignment problems, whose underlying

polyhedral structure has been studied. However, several applications of axial assignment problems, for �ré&(.� have

been reported (see [8, 22] for a collection of applications). This suggests that the study of
� ����� 9 �� , for general � , is of

practical as well as of theoretical interest. We have already mentioned that
� ����� 9 �� ½#>� , K����N� IA× � . Further, it can be

proved, by induction on ��� that the number of vertices of
� ����� 9 �� is equal to �G�/. � ��V 9 . Next, we establish the dimension

of
� ����� 9 �� � thus unifying and generalising the corresponding results obtained for

� � 	 � 9 �� and
� � v � 9 �� .

Theorem 5.1. For �C+"(.�T¨'yRH � ����� 9 �� #>÷ ��V 	ø F � d � ø e B'�G�Om"%�� ��V ø .
Proof. From Corrollary 3.5, we know that ¨'yRH � ����� 9 �� �_÷ ��V 	ø F � d � ø e BP�G�¹m:%�� ��V ø . Strict inequality holds if and only if

there exists an equality ¾4¡O#>¾ � satisfied by all ¡ I � ����� 9 �� , which cannot be expressed as a linear combination of the

equality constraints � ����� 9 �� ¡A#>Í . Proving that no such equality exists, essentially proves that the system � ����� 9 �� ¡A#>Í
is the minimum equality system for both

� ����� 9 �� and
� ����� 9 � , i.e. ¨'yRH � ����� 9 �� #_¨'yRH � ����� 9 � .

Assume that every ¡ I � ����� 9 �� satisfies the equality ¾4¡�#z¾ � for some ¾ I�Å � � and ¾ � I�Å . Then there exist

scalars 0 �¢ � � 0 ��V 9¢ � �5� � � � 0 9¢ � , K�H 9 I 8:9��5�5�5���NH � I 8 � , satisfying¾�¢ � ¢ � á á á ¢ � #10 �¢ � �20 ��V 9¢ � �_B5B5B��20 9¢ � ��K�H E I 8 E �NL I 0 (5.1)¾ � # ± 230 �¢ � �20 ��V 9¢ � �_B5B5B��20 9¢ � `��GH 9 �NH 	 �5� � � �NH � � I 8<;­7 (5.2)

We define:0 9¢ � # ¾ 9�á á á 9 ¢ �0�	¢ � ��� # ¾ 9�á á á 9 ¢ � ��� 9 mr¾.9�á á á 9q90 v¢ � �'� # ¾ 9�á á á 9 ¢ � �'� 9q9 mr¾.9�á á á 9q9
...0 �¢ � # ¾ ¢ � 9�á á á 9 mr¾.9�á á á 9q9

Note that the superscript of 0 s is given by the function defined in (3.1).

By substituting in (5.1), we get¾�¢ � ¢ � á á á ¢ � #}¾ ¢ � 9�á á á 9 �h¾ 9 ¢ � 9�á á á 9 �}B5B5B��h¾ 9q9�á á á 9 ¢ � m��
��m"%���¾.9�á á á 9 (5.3)

By observing that ¾ 9�á á á 9 ¢ � 9�á á á 9 #}¾ ² ��³ � �G� ¢ % � � � � 9 � £ £ £ � 9 �G� for all L I 0M� we re-write (5.3) as¾�¢ � ¢ � á á á ¢ � # ± 2�¾ ² ��³ � �G� ¢ % � � � � 9 � £ £ £ � 9 �G� `'L I 0<7�m��
��m"%���¾.9�á á á 9 (5.4)

Observe that (5.4) is true for every � -tuple having at least ��m"% indices equal to one.

For ��+a( , consider the point ¡uÉ » Ê I �¥����� 9 �� which has ¡^9�á á á 9��N¡ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � ¢ % 4� � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G� � where�¹�c» �&� and %'�NH E� �NH E 9 are three distinct elements of 8 E , for all L I 0 . We can derive ¡uÉ » Ê as follows. At ¡ ª���� � ,
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let ¡ � �GÓC#��GH 9� �5�5�5�5�NH �� �N� denote a variable set to one, other than ¡º9�á á á 9 . Then, ¡uÉ » Ê #U¡ ª���� � �GH ���� ½#�H ���9 �5H ���� �H ���9 �����uB5B5B��GH � 4 ���� ½#_H � 4 ���9 �5H � 4 ���� �ÔH � 4 ���9 ��� 4 ���'�GH � 4� ½#_H � 4� �5H � 4� �ÔH � 4� ��� 4 B5B5B5�GH ���� ½#�H ���� �5H ���� �ÔH ���� �����
Let ¡/[RÉ » Ê #§¡uÉ » Ê ��%5�wH � 4� ��� 4 . At ¡/[RÉ » Ê the two, previously exhibited, variables are set to zero. In their place,

we have ¡/[² ��³ 4 �G� 9 � £ £ £ � 9 � ¢ % 4� � � � 9 � £ £ £ � 9 �G� #:¡/[² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G� #&% . Since ¡uÉ » Ê �N¡/[RÉ » Ê I � ����� 9 �� , both points

satisfy ¾4¡¹#}¾ � . Hence, ¾4¡uÉ » Ê #_¾4¡/[RÉ » Ê . This equation, after canceling out identical terms, yields¾.9�á á á 9l�h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � ¢ % 4� � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G�#x¾ ² ��³ 4 �G� 9 � £ £ £ � 9 � ¢ % 4� � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G� (5.5)

Consider points $¡uÉ » Ê #c¡�[RÉ » Ê �GH ���� � %������uB5B5B5�GH � 4 ���� � %���� 4 ��� and $¡/[
É » Ê #6$¡uÉ » Ê �GH � 4� � %���� 4 . Since $¡uÉ » Ê �7$¡/[RÉ » Ê I� ����� 9 �� , both points satisfy ¾4¡¹#}¾ � . Hence, ¾�$¡uÉ » Ê #_¾�$¡/[RÉ » Ê , after canceling out equivalent terms, yields¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � ¢ % 4� � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G�# ¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � ¢ % 4� � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G� (5.6)

Adding equations (5.5) and (5.6) results in¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4� � � � 9 � £ £ £ � 9 �G� #}¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �G� 9 � £ £ £ � 9 � ¢ % 4� � � � 9 � £ £ £ � 9 �G� mr¾.9�á á á 9 (5.7)

Equation (1.2) implies¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � 9 � £ £ £ � 9 �G� # ¾ ² ��³ 4 ��� �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � � � 9 � £ £ £ � 9 �G�¾ ² ��³ 4 �G� 9 � £ £ £ � 9 � ¢ % 4� � � � 9 � £ £ £ � 9 �G� # ¾ ² ��³ � �G� ¢ % 4� � � � 9 � £ £ £ � 9 �G�
Hence, (5.7) becomes¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4� � � � 9 � £ £ £ � 9 �G� #_¾ ² ��³ 4 ��� �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ � �G� ¢ % 4� � � � 9 � £ £ £ � 9 �G� mr¾.9�á á á 9 (5.8)

Consider the recurrence relation (5.8) for »¹#~��� By recursively substituting term ¾ ² ��³ 4 ��� �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � � � 9 � £ £ £ � 9 �G�
until »_#Ç� , we obtain equation (5.4) for H E #aH E� I 8 E Ú¥24%P74�/L I 0 . To prove (5.4) for a � -tuple with Ì��%n�cÌ �&�¥m:�'� indices equal to one, we perform the recursive step starting from »n#��¥m<Ì . This proves equation

(5.1).

To prove equation (5.2), consider ¾4¡ ª���� � #_¾ � `¾ � #_¾.9�á á á 9l�h¾ 	 á á á 	 �_B5B5B��h¾���á á á �
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or (by substituting all terms, except ¾�9 £ £ £ 9 , from (5.3))¾ � #x¾.9�á á á 9��}É ¾ 	 9�á á á 9��h¾.9 	 9�á á á 9��_B5B5Bs�h¾.9q9�á á á 	 m��
�Ym"%���¾.9�á á á 9 Ê�hB5B5B��}É ¾��49�á á á 9��h¾.9��49�á á á 9��_B5B5Bs�h¾.9q9�á á á �Ym��
��m"%���¾.9�á á á 9 Ê# É � ¾ 	 9�á á á 9�mr¾.9�á á á 9��º�_B5B5B��}� ¾��49�á á á 9Jm<¾.9�á á á 9�� Ê�hB5B5B��}É � ¾.9�á á á 	 9�mr¾.9�á á á 9��º�_B5B5B��}� ¾.9�á á á �49�mr¾.9�á á á 95� Ê��� ¾.9�á á á 9��h¾.9�á á á 9 	 �_B5B5Bs�h¾.9�á á á 9��.�
Equivalently (substituting from the equations defining 0 s)¾ � # ± 230 �¢ � �20 ��V 9¢ � �_B5B5B��20 9¢ � `��GH 9 �NH 	 �5� � � �NH � � I 8<;­7
This completes the proof.

Let us examine which of the faces induced by the constraints of
� ����� 9 � constitute facets of

� ����� 9 �� . All the equality

constraints (i.e. equalities (1.5)) are satisfied by all points of
� ����� 9 �� , therefore they define improper faces of

� ����� 9 �� .

For S I 8<;�� the inequalities ¡^©�+�� define facets of
� ����� 9 �� 8 in contrast, the inequalities ¡^©��~% are redundant, i.e.

implied by the original constraint set.

Proposition 5.2. For �C+"(.� every inequality ¡^©T+"�.� for S I 8<;�� defines a facet of
� ����� 9 �� .

Proof. For any S I 8h;Y� consider the polytope
� ����� 9 � ©� #-2�¡ I � ����� 9 �� `�¡�©A#Ô�p7 . It is sufficient to show that¨'yRH � ����� 9 � ©� #U¨'yRH � ����� 9 �� m_% . Evidently, ¨'yRH¬�&� � m_%$mhÌs¾4�º�p� ����� 9 � ©� where � ����� 9 � ©� is the matrix obtained from� ����� 9 �� by removing column S . It is not difficult to see that the rank of � ����� 9 � ©� is equal to the rank of � ����� 9 �� . This

is immediate, if the column ¾ © is not among the columns of the upper triangular matrix described in Theorem 3.2,

otherwise it follows by symmetry. Therefore, ¨'yRH � ����� 9 � ©� �c÷ ��V 	ø F � d � ø e B4�G�Om�%�� ��V ø m�% . To prove that this bound is

attained, we use the same approach as in the proof of Theorem 5.1, i.e. show that any equation ¾4¡¹#}¾ � (different than¡�©�#�� ) satisfied for every ¡ I � ����� 9 � ©� is a linear combination of the system � ����� 9 � ©� ¡<#�Í . The proof goes through

essentially unchanged.

Proposition 5.3. For �C+"(.� every inequality ¡^©T�>%'� for S I 8<;�� does not define a facet of
� ����� 9 �� �

Proof. For any S I 8h; consider the polytope
�¥����� 9 � ©� #,2�¡ I ������� 9 �� `�¡�©�#~%P7 . We will show that ¨'yRH �¥����� 9 � ©� �¨'yRH � ����� 9 �� m=% . We know already that ¨'yRH � ����� 9 � ©� �o¨'yRH � ����� 9 � © � where

� ����� 9 � © is the LP-relaxation of
� ����� 9 � ©� .

Setting ¡�© to one is equivalent to setting the variables, which appear at the same constraints with ¡º©5� to zero. Note that

a variable ¡�ª appears at the same constraint with ¡^©5� if and only if it has at least one index in common with ¡�©5� i.e. if

and only if b SJ«O¨�b/+U%'� The number of variables ¡^ª'� such that b SJ«O¨�b.#&� is �G�Am_%�� � � It follows that the number of

variables having at least one index in common with ¡�©5� i.e. set to zero, if ¡^©�#=%'� is � � m��G�Om"%�� � �
Hence, ¨'yRH � ����� 9 � © #c� � m_É � � m_�G�Am_%�� � Ê m<Ìs¾4�º�p� ����� 9 � ©� where � ����� 9 � ©� is the matrix obtained from � ����� 9 �� by

removing the columns corresponding to the variables set to zero. Obviously, Ìs¾4�º�p� ����� 9 � ©� �=Ìs¾4�º�p� ����� 9 �� � It follows

that ¨'yRH � ����� 9 � © �:� � m�É � � m��G�¹m"%�� � Ê mCÌs¾4�º�p� ����� 9 �� �"¨'yRH � ����� 9 �� m�É � � m��G�Om"%�� � Ê
Taking into account that � � m:�G� m:%�� � éc% for �C+�� +�(.� it holds that ¨'yRH � ����� 9 � © ��¨'yRH � ����� 9 �� mh%'� The result

follows.
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6 A family of facets for the axial assignment polytope

Let 9 denote the index set of columns of the �­m�% matrix � . We refer to a column of the � matrix as ¾ © for S I 9 .

The intersection graph :<;,#Ç��=l�?>Y� , has a node S for every ¾ © I � and an edge � S � �qS E � I > for every pair of

nodes with ¾ ©�� Bs¾ ©R� +z% . Let :@;>#���9 ����� 9 � �?> ����� 9 � � denote the intersection graph of � ����� 9 �� . Then, 9 ����� 9 � |~8<;
and � S � �qS E � I > ����� 9 � for all S � �qS E I 9 ����� 9 � with b S � «¹S E b$+¬% . By definition, S I 9 ����� 9 � refers to the � -tuple�GH 9© �5�5�5���NH �© � I 8<; . Hence, the variable ¡^© is equivalently denoted as ¡ � ¢ �A � £ £ £ � ¢ �A � .
Proposition 6.1. The graph :<;<#&��9 ����� 9 �6�?> ����� 9 �N� is regular of degree ÷ ��V 9EGF 9 d � E e �G�Om"%�� ��V E .
Proof. For each S � I 9 ����� 9 � � there are exactly �G�Om"%�� � nodes with no index in common with S � . Since S � is incident

to all other nodes of : , the degree of node S � is � � m&�G�rmc%�� � m=%M#U÷ �EGF � d � E e �G�rmc%�� ��V E m=�G�rmc%�� � mc%M#÷ ��V 9EGF 9 d � E e �G�Om"%�� ��V E .
Corollary 6.2. BB > ����� 9 �3BB # � � � � � Vº� � V 9 � � V 9 �	 .

Proof. The number of edges is equal to the sum of the degrees of all nodes divided by � .
For S � I 9 ����� 9 � , define Z 9 � S � �J#c2�S E I 9 ����� 9 � `Tb S � «¹S E b�+DC � �FE �_%P7

Definition 6.3. Consider S � �qS E I 9 ����� 9 � , with b S � «¹S E b�+§% . The complement of S E w.r.t. S � is any node $S E � S � � I9 ����� 9 � such that b S E «G$S E � S � �5b'#}� , b S � «¹S E b��>b S � «G$S E � S � �5b'#>� .
Note that � S E ��$S E � S � �N�hWI > ����� 9 � . For the rest of the section, assume �c+�( . A clique is defined as a maximal

complete subgraph.

Proposition 6.4. For each S � I 9 ����� 9 � and � odd, the node set Z 9 � S � � induces a clique. There are � � cliques of this

type.

Proof. Let S�9��qS 	 I Z 9 � S � � . Since both S�9��qS 	 have H � 	JI �&% indices common with S � , they must have at least one

index in common with each other. It follows that � Ss9s�qS 	 � I > ����� 9 � . To show that Z 9 � S � � is also maximal, considerS v I 9 ����� 9 �uÚ�Z 9 � S � � . This implies b S � «¹S v b/�DH � 	7I . Because of � being odd, it holds that b S � «G$S v � S � �5b/+DH � 	JI �>% ,
implying $S v � S � � I Z 9 � S � � . Since � S v ��$S v � S � �N� WI > ����� 9 �6� the graph induced by Z 9 � S � �*Kr2�S v 7 is not complete, i.e. a

contradiction. There is a distinct clique of this type for each node of 9 ����� 9 �6� i.e. the total number of cliques is � � �
Observe that BB Z 9 � S � � BB #c÷ �EGFML � ��N � 9 d � E e B'�G�Om"%�� ��V E .
For � even, it can be verified that Z 9 � S � � is not maximal, i.e it has to be augmented by introducing additional

nodes. To describe the set of these nodes, a number of intermediate definitions is necessary. For S � I 9 ����� 9 � andf:À�0M� define: 9 ����� 9 �g � S � �J#c2�S E I 9 ����� 9 � `�� S � «¹S E � I 8hg^7
It is easy to verify that b S E «
SPO^b'#_� for all S E I 9 ����� 9 �g � S � �6�6SPO I 9 ����� 9 �;Ti�g � S � � . For � even, define :�#RQ�fhÀ�0a`/b fTb'# �	FS �b :Xb4#UT � � 	WV � Observe that, for � even, f I : if and only if 0rÚPf I :¥� Therefore, the set : can be partitioned into

sets :�����: V � such that :&#X:��YK�: V and f I :�� if and only if 0rÚPf I : V � There are �/Z [\Z� such partitions. Define,

finally, the set of nodes Z 	] � � S � �l#1KJ239 ����� 9 �g � S � �6��f I : � 7
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The node set Z­	] � � S � � is defined analogously. It follows that and S E I Z�	] � � S � � if and only if $S E � S � � I Z�	] � � S � �6�
Proposition 6.5. For each S � I 9 ����� 9 � and � even, the node set Z 9 � 	P� S � �l#>Z 9 � S � �FKOZ�	] � � S � � induces a clique.

Proof. Let S�9s�qS 	 I Z 9 � 	'� S � � . If both S�9��qS 	 I Z 9 � S � � or both S�9��qS 	 I Z�	] � � S � �6� it is easy to verify that b S�9�« S 	 b�+>%'�
i.e � S�9��qS 	 � I > ����� 9 �6� If S�9 I Z 9 � S � � , S 	 I Z�	] � � S � �6�PS�9 has � 	 �_% indices in common with S � and S 	 has � 	 indices in

common with S � � Because of � being even, it follows that S�9��qS 	 have at least one index in common.

To show that Z 9 � 	'� S � � is maximal, consider S v I 9 ����� 9 �JÚ�Z 9 � 	P� S � � and note that either b S v «¹S � b�� �	 m=% orb S v «¹S � b.# � 	 . The first case implies that b $S v � S � �^«¹S � b�+ �	 �>% , i.e. $S v � S � � I Z 9 � S � � . Hence, the graph induced byZ 9 � 	'� S � ��K\2�S v 7 is not complete. In the second case, clearly, S v WI Z�	] � � S � � . Hence, there exists at least one element

of Z�	] � � S � � , namely S6t , such that b S v «¹S6t�b4#_� , i.e. the graph induced by Z 9 � 	P� S � �FKA2�S v 7 is not complete.

For � even, it can be verified that:BB Z 9 � 	 � S � � BB # �±EGF � � � 9 ë � L�ì B4�G�¹m"%�� ��V E � %� Buë � � 	 ì B'�G�Om"%�� ��
Theorem 6.6. For � +"( and odd, �C+"! and S I 9 ����� 9 � , the inequality± 2�¡ Ð `'» I Z 9 � S5��7­�>% (6.1)

defines a facet of
� ����� 9 �� .

Proof. Since Z 9 � S5� is the node set of a clique of :<;���9 ����� 9 �6�?> ����� 9 �N� then the inequality (6.1) defines a facet for Ñ� ����� 9 �� .

Since
� ����� 9 �� ÀÇÑ� ����� 9 �� it follows that (6.1) is also valid for all ¡ I � ����� 9 �� .

Define
� ����� 9 �� �
Z 9 � S5�N�J#=2�¡ I � ����� 9 �� `�÷c2�¡ Ð `'» I Z 9 � S5��7�#=%P7 .

To show that
� ����� 9 �� �
Z 9 � S5�N�h½#a� , consider an arbitrary point ¡ I � ����� 9 �� . Let ¡ � be one of the variables set

to one at this point. Let »_# b Ó$«¹S'b . If »>+^H � 	 I ��%'��¡ I � ����� 9 �� �
Z 9 � S5�N� . Therefore, assume that »>�_H � 	 I .

Let w.l.o.g. Ó�#oj ��� Ð �N�GH ���© �5�5�5�5�NH � 4© �6���GH � 4 ���� �5�5�5���NH ���� �N� , where H � �� ½#�H � �© for LX#o»Y��%'�5�5�5����� . Derive pointÑ¡O#�¡u�GH � 4 ���� �ÔH � 4 ���© ��� 4 ���TB5B5B5�GH ���� �ÔH ���© ����� . Since Ñ¡�©�#=%'� Ñ¡ I � ����� 9 �� �
Z 9 � S5�N� .
To show that

� ����� 9 �� �
Z 9 � S5�N�Y½# � ����� 9 �� , consider an arbitrary point ¡ I � ����� 9 �� �
Z 9 � S5�N� with ¡�©@#�% . At this point,

for �_+�( , let ¡`O/�N¡`a be two variables set-to-one other than ¡^© . Let ý¡h#U¡u�GH 9© �ÃH 9O �q9
B5B5B@�GH L � ��N© � H L � ��NO � L � ��N�GH L � ��N � 9© � H L � ��N � 9a � L � ��N � 9 . ý¡ I � ����� 9 �� Ú � ����� 9 �� �
Z 9 � S5�N� since there are two variables, each with a distinct set ofH � 	JI indices from S and one variable with the remaining index from S .
Assume w.l.o.g. that S�#�S5�C#§�G���N���5�5�5���N�º� . To show that

� ����� 9 �� �
Z 9 � S��.�N� is a facet of
� ����� 9 �� , we will exhibit

scalars b�� 0 9¢ � � 0�	¢ � ��� �5�5�5��� 0 �¢ � ��K�H 9 I 8:9��5�5�5��H � I 8 � such that if ¾4¡O#_¾ � for all ¡ I � ����� 9 �� � then

¾�¢ � ¢ � á á á ¢ � # 
 0 9¢ � �20�	¢ � ��� �_B5B5B��20 �¢ � � �GH 9 �NHO	P�5�5�5�5�NH � � I 9 ����� 9 ��Ú�Z 9 � S����0 9¢ � �20�	¢ � ��� �_B5B5B��20 �¢ � �cb�� �GH 9 �NHO	P�5�5�5�5�NH � � I Z 9 � S��.� � (6.2)

and ¾ � #Wb � �± EGF 9 ïð ñ ±¢ � ���R�'��Q Ù � ���R�'� 0 E ¢ � ���R�'� ô õö (6.3)

We define the scalars 0 9¢ � � . . . , 0 �¢ � as in Theorem 5.1.
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Substituting the left-hand side from (6.2), for �GH 9 �NHO	P�5�5�5���NH � � I 9 ��� 9 Ú�Z 9 � S��.� , we obtain

¾�¢ � ¢ � á á á ¢ � # �± EGF 9 ¾ ² ��³ � �G� ¢ � � � � 9 � £ £ £ � 9 �G� m��
�Ym"%���¾.9q9�á á á 9
or equivalently ¾�¢ � ¢ � á á á ¢ � # �± EGF 9 ¾ ² ��³ � �G� ¢ % � � � � 9 � £ £ £ � 9 �G� m��
�Ym"%���¾.9q9�á á á 9 (6.4)

For �\+"! there exist H � �� �NH � �9 I 8<� �ºÚT24%'�N�
74��K�L I 0 .

Consider ¨ I 9 ����� 9 � . For ¨ to belong to 9 ����� 9 �^Ú�Z 9 � S���� , we must have ���"Ì­#�b ¨$«¹S5��b�� H � 	7I . W.l.o.g. assume

that H � �ª #����NLl#&%'�5�5�5���NÌ and H � �ª #_H � �� �NLl#�Ì@�_%'�5�5�5����� . Evidently, if Ì­#}� no index of ¨ is equal to � .

At point ¡ ª���� � let ¡ � #a% , such that Ó&½#Ç��%'�5�5�5���5%�� . Let Ñ¡
É » Ê #-�GH ���� ½#�H ���9 �5H ���� �ÞH ���9 �����uB5B5BY�GH � 4 ���� ½#H � 4 ���9 �5H � 4 ���� �ÔH � 4 ���9 ��� 4 ���@�GH � 4� ½#�H � 4ª �5H � 4� �ÔH � 4ª ��� 4 B5B5B��GH ���� ½#�H ���ª �5H ���� �ÔH ���ª ����� . At point Ñ¡uÉ » Ê , we haveÑ¡^9�á á á 9�# Ñ¡ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � ¢ % 4d � � � ¢ % 4 ���d � £ £ £ � ¢ % 4d �G� #&%
Let Ñ¡`a¦#¬%'��¤ ½#Ue . Clearly, H � �a ½#¬%'�NH � �9 �NLO#¬%'�5�5�5���q»¥m&% and H � �a ½#¬%'�NH � �ª �NLO#Ô»��5�5�5����� . Then, ¡uÉ » Ê #Ñ¡
É » Ê �GH � ú����a ½#_���5H � ú����a �Ô�º��� ú����uB5B5Bl�GH ���a ½#_���5H ���a �Ô�º����� . Note that the two previously exhibited variables are set

to one, at both points ¡uÉ » Ê and Ñ¡
É » Ê . Hence, ¡uÉ » Ê I � ����� 9 �� �
Z 9 � S����N�6� since there is one variable with at least H � 	JI �>%
indices equal to � . The same variable is also set-to-one at point ¡^[
É » Ê #>¡uÉ » Ê �GH � 4ª � %���� 4 . Therefore, ¡uÉ » Ê �N¡�[RÉ » Ê both

satisfy ¾4¡¹#}¾ � � yielding ¾4¡uÉ » Ê #}¾4¡/[
É » Ê or¾.9q9�á á á 9��h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � ¢ % 4d � � � ¢ % 4 ���d � £ £ £ � ¢ % �d �G�# ¾ ² ��³ � �G� ¢ % 4d � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � ¢ % 4 ���d � £ £ £ � ¢ % �d �G� (6.5)

Let ý¡
É » Ê #_¡/[
É » Ê �GH ���ª �Æ%������ºB5B5B��GH � 4 ���ª �Æ%���� 4 ��� . At this point, we haveý¡ ² ��³ 4 �G� ¢ % �d � £ £ £ � ¢ % 4d � � � 9 � £ £ £ � 9 �G� #¦ý¡ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � ¢ % 4 ���d � £ £ £ � ¢ % �d �G� #=%
Let ý¡`a denote another variable set-to-one. Let $¡uÉ » Ê #�ý¡uÉ » Ê �GH � ú����a ½#>���5H � ú����a �Ç�º��� ú����uB5B5B��GH ���a ½#c���5H ���a �Ç�º����� .$¡
É » Ê I ������� 9 �� �
Z 9 � S��.�N� since there is one variable with at least H � 	JI �}% indices equal to � . The same variable is also

set to one at point $¡�[RÉ » Ê #f$¡uÉ » Ê �GH � 4ª � %���� 4 . Therefore, both $¡uÉ » Ê �g$¡�[RÉ » Ê satisfy ¾4¡\#&¾ � � yielding ¾�$¡uÉ » Ê #&¾�$¡/[RÉ » Ê � or

equivalently ¾ ² ��³ 4 �G� ¢ % �d � £ £ £ � ¢ % 4d � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � 9 � � � ¢ % 4 ���d � £ £ £ � ¢ % �d �G�# ¾ ² ��³ 4 ��� �G� ¢ % �d � £ £ £ � ¢ % 4 ���d � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � ¢ % 4d � � � ¢ % 4 ���d � £ £ £ � ¢ % �d �G� (6.6)

Adding equations (6.5) and (6.6) gives (after cancelling identical terms):¾ ² ��³ 4 �G� ¢ % �d � £ £ £ � ¢ % 4d � � � 9 � £ £ £ � 9 �G� #}¾ ² ��³ 4 ��� �G� ¢ % �d � £ £ £ � ¢ % 4 ���d � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ � �G� ¢ % 4d � � � 9 � £ £ £ � 9 �G� mr¾.9q9�á á á 9 (6.7)

As in the proof of Theorem 5.1, the recurrence relation (6.7) proves (6.2) for any � -tuple belonging to 9 ����� 9 ��Ú
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Z 9 � S���� , since all points used for �Y��»Y�_� belong to
� ����� 9 �� �
Z 9 � S��.�N�6�

Next, we consider � -tuples belonging to Z 9 � S��.� . Let �GH 9 �5�5�5�5�NH � � be one such tuple, with » indices equal to � .

It is necessary to have H � 	 I �>%��c»X�c� . Assume H � � #=����K�L�#�%'�5�5�5���q» , H � � ½#c����K�L�#&»@�}%'�5�5�5����� . Hence, forj ��� Ð �N�G���5�5�5�5�N�º�6���GH � 4 ��� �5�5�5�5�NH ��� �N� I Z 9 � S��.� , we defineb ² ��³ 4 �G� � � £ £ £ � � � � � ¢ % 4 ��� � £ £ £ � ¢ % � �G� #_¾ ² ��³ 4 �G� � � £ £ £ � � � � � ¢ % 4 ��� � £ £ £ � ¢ % � �G� m ��V Ð± EGF 9 0 E ¢ % � ���R�'� m �±EGF ��V Ð�� 9 0 E � (6.8)

First, we will show b/�P��á á á � #hb ² ��³ � ��� �G� � � £ £ £ � � � � � ¢ % � �G� #ib ² ��³ � �'� �G� � � £ £ £ � � � � � ¢ % � ��� � ¢ % � �G�#¸B5B5B�#Wb ² ��³ L � � N ��� �G� � � £ £ £ � � � � � ¢ %�j �?k ��l
�'� � £ £ £ � ¢ % � �G� #Wb
or b ² ��³ 4 �G� � � £ £ £ � � � � � ¢ % 4 ��� � £ £ £ � ¢ % � �G� #ib ² ��³ 4 ��� �G� � � £ £ £ � � � � � ¢ % 4 � £ £ £ � ¢ % � �G� #Wb��mC � �nE �:���"»���� (6.9)

Let H E 	 I 8 E Ú$2��
74��K�L I 0M� i.e. H E 	 may be equal to % for some L I 0 . At ¡ ª���� � , let ¡ � #z%'�'Ó:½#§�G���5� � � �N�º�6�
Let Ñ¡r#&¡ ª���� � �GH 9� ½#&H 9	 �5H 9� � H 9	 �q9uB5B5B��GH �� ½#&H �	 �5H �� �ÆH �	 � � . At Ñ¡ we have Ñ¡���á á á �M# Ñ¡ ¢ �� ¢ �� á á á ¢ �� #~% . Let¡uÉ » Ê # Ñ¡u�GH ���	 �-�º�����uB5B5B5�GH � 4	 �a�º��� 4 . For »�+oH � 	7I �:� and �¹+}» , points ¡uÉ » Ê �N¡uÉ »�m"% Ê I � ����� 9 �� �
Z 9 � S����N� since at

both points there exists one variable set to one with at least H � 	JI �}% indices equal to � . Both points satisfy ¾4¡M#c¾ � �
which implies ¾4¡uÉ » Ê #_¾4¡uÉ »$m"% Ê or¾ ² ��³ 4 �G� � � £ £ £ � � � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G� �h¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4� � � � � � £ £ £ � � �G�#x¾ ² ��³ 4 ��� �G� � � £ £ £ � � � � � ¢ % 4� � £ £ £ � ¢ % �� �G� �h¾ ² ��³ 4 ��� �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � � � � � £ £ £ � � �G� (6.10)

The first terms of both sides are indexed by � -tuples belonging to Z 9 � S��.� , whereas the other two � -tuples belong

to 9 ����� 9 ��Ú�Z 9 � S��.� . Therefore, substituting the first terms, of both sides, from (6.8) and the rest by (6.2), we obtain��V Ð± EGF 9 0 E ¢ % � ���R�'�� � �±EGF ��V Ð�� 9 0 E � �cb ² ��³ 4 �G� � � £ £ £ � � � � � ¢ % 4 ���� � £ £ £ � ¢ % �� �G� � ��V Ð± EGF 9 0 E � � �±EGF ��V Ð�� 9 0 E ¢ % � ���R�'��
# �±EGF ��V Ð���	 0 E � � ��V Ð�� 9± EGF 9 0 E ¢ % � ���R�'�� �cb ² ��³ 4 ��� �G� � � £ £ £ � � � � � ¢ % 4� � £ £ £ � ¢ % �� �G� � �±EGF ��V Ð���	 0 E ¢ % � ���R�'�� � ��V Ð�� 9± EGF 9 0 E �

Canceling out identical terms, yields (6.9).

Consider now two distinct � -tuples Ó/�N¤ I Z 9 � S�����ÚT2�S��/7 , each having a different set of indices equal to � , but of

the same cardinality »��gH � 	JI �_%��"»����.� . We will show that b � #Wb`a .

Let ÓC#,j ��� Ð �N�G���5�5�5�5�N�º�6���GH � 4 ���� �5�5�5�5�NH ���� �N� and ¤z#,j ��� Ð �N�G���5�5�5�5�N�º�6���GH ò 4 ���a �5�5�5�5�NH ò �a �N� , where H � �� I 8<� ��Ú2��
74�4H ò �� I 8 ò ��Ú�2��
74� { �EGF Ð�� 9 2�y E 7C½# { �EGF Ð�� 9 26ó E 7 . Let ¡ denote the point which has ¡���á á á �r#�¡/¢ �p ¢ �p á á á ¢ �p #�% .
Since ¡/��á á á �<#�%'�4¡ I � ����� 9 �� �
Z 9 � S��.�N� . Let also ¡uÉ » Ê #,¡u�G�X� H ���� �����uB5B5B��G�W� H � 4� ��� 4 . At ¡uÉ » Ê there exists one
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variable, set to one, with at least H � 	JI �_% indices equal to � . Therefore, ¾4¡¹#}¾4¡uÉ » Ê yields¾��P��á á á �­�h¾�¢ �p ¢ �p á á á ¢ �p#x¾ ² ��³ 4 �G� � � £ £ £ � � � � � ¢ % 4 ���p � £ £ £ � ¢ % � �G� �:¾ ² ��³ 4 �G� ¢ % �p � £ £ £ � ¢ % 4 � � � � � £ £ £ � � �G�
Substituting terms, indexed by � -tuples belonging to Z 9 � S��.� , from (6.8) and the rest from (6.2), we obtainb/�P��á á á �U#qb ² ��³ 4 �G� � � £ £ £ � � � � � ¢ % 4 ���p � £ £ £ � ¢ % �p �G� #qb for H � 	JI �,%}�Ç»c�¬� . In a similar manner, we prove b��P��á á á �U#b ² ��³ 4 �G� � � £ £ £ � � � � � ¢�r 4 ���s � £ £ £ � ¢ r �s �G� #tb . The proof of (6.2) is now complete. To show (6.3), in ¾4¡ ª���� � #&¾ � , we substitute

terms from (6.2). The result follows.

Theorem 6.7. For � +:! and even, �C+"! and S I 9 ����� 9 � the inequality± 2�¡ Ð `'» I Z 9 � 	 � S5��7­�c% (6.11)

defines a facet of
� ����� 9 �� .

Proof. The proof differs from that of Theorem 6.6 in the points to be presented next.

First, observe that we refer to the set
� ����� 9 �� �
Z 9 � 	'� S5�N� instead of

� ����� 9 �� �
Z 9 � S5�N� , where
� ����� 9 �� �
Z 9 � 	'� S5�N��#§2�¡ I� ����� 9 �� `�÷c2�¡ Ð `'» I Z 9 � 	P� S5��7�#&%P7 .

To prove that
� ����� 9 �� �
Z 9 � 	'� S5�N�O½# � ����� 9 �� , consider a point ¡ I � ����� 9 �� �
Z 9 � 	'� S5�N� with ¡�©¥#z¡ � #o%'�qSC½#~Ó . Let¡/[@#¦¡u�GH ���© �1H ���� �����
B5B5B5�GH � �?k �© �1H � �?k �� ��� �?k � . At this point, we have ¡�[² ��³ � � �G� ¢ % �p � £ £ £ � ¢ % �?k �p � � � ¢ % ) �?k ��+ ���A � £ £ £ � ¢ % �A �G� #¡/[² ��³ � � �G� ¢ % �A � £ £ £ � ¢ % �?k �A � � � ¢ % ) �?k ��+ ���p � £ £ £ � ¢ % �p �G� #�% . W.l.o.g. let ¡�[a be another variable set-to-one. The point ý¡A#}¡^[
�GH ���© �H ���a ����� belongs to
� ����� 9 �� Ú � ����� 9 �� �
Z 9 � 	'� S5�N�6� since among the variables set-to-one three have indices from the � -tupleS , none of which belongs to Z 9 � 	'� S5�6� It can be easily seen that, one of them is indexed by the complement of a � -tuple

belonging to Z­	] � � S5� , one has � 	 m"% indices from S and one has exactly one index from S .
Next, we must show (6.2) and (6.3). We define the 0 s in exactly the same way as in the proof of Theorem 6.6.

Hence, for �GH 9 �NHO	P�5�5�5���NH � � I 9 ����� 9 ��Ú�Z 9 � 	'� S��.� , we must prove (6.4).

Assume that the sequence of indices yq9��Ny 	 �5�5�5�5�Ny � is such that j ��� � � �G� � � £ £ £ � � � � � ¢ % ) �?k ��+ ��� � £ £ £ ¢ % � �G� WI Z 	] � � S���� andj ��� � � �G� ¢ % � � £ £ £ ¢ % �?k � � � � � � £ £ £ � � �G� I Z�	] � � S��.� , where H � � I 8<� ��Úu2��
74��K�L I 0 . Observe that for any � -tuple with � 	 indices

from �G���5�5�5�5�N�º� , we can derive such a sequence of indices.

We consider a � -tuple ¨ I 9 ����� 9 � Ú@Z 9 � 	 � S��.� where H � �ª #,����L�#�%'�5�5�5�5�NÌ , H � �ª #,H � �� , L­#,Ì��c%'�5�5�5����� and�r��ÌM#3b ¨@«¹S���b�� �	 . The proof proceeds in the same way as in Theorem 6.6 w.r.t. the derivation of points and

equations. At each of the points derived, for Ì�� �	 mh% one of the variables set-to-one has at least � 	 �"% indices equal

to � whereas for Ì¹# �	 we have ¡ ² ��³ � � �G� ¢ % � � £ £ £ � ¢ % ) �?k ��+ ��� � � � � � £ £ £ � � �G� #¦% , for some H � � I 8<� ��Ú$2��
74�NL@#¦%'�5�5�5������WP� .
Hence, all points belong to

�¥����� 9 �� �
Z 9 � 	 � S��.�N� , for �}�3»_�Ô��� Thus, we have proven (6.4) for an arbitrary tuple

belonging to 9 ����� 9 �ºÚ�Z 9 � 	P� S���� .
To prove (6.4) for a � -tuple belonging to Z 9 � 	P� S����6� we consider two cases: either the tuple belongs to Z 9 � S���� ,

or to Z�	] � � S���� . In the first case, the proof is identical to that of Theorem 6.6. In the second case, for the � -tuple
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j ��� � � �G� ¢ % � � £ £ £ ¢ % �?k � � � � � � £ £ £ � � �G� belonging to Z­	] � � S���� , we define

b ² ��³ � � �G� ¢ % � � £ £ £ � ¢ % �?k � � � � � � £ £ £ � � �G� #}¾ ² ��³ 4 �G� ¢ % � � £ £ £ � ¢ % �?k � � � � � � £ £ £ � � �G� m �Pu 	± EGF 9 0 E ¢ % � ���R�'� m �±EGF ���Pu 	q�G� 9 0 E � (6.12)

At ¡ ª���� � let ¡ � #a% , Ó=½#-�G���5�5�5���N�º� . Let ¡>#�¡ ª���� � �GH 9	 ½#�H 9� �5H 9	 � H 9� �q9
B5B5B5�GH �	 ½#�H �� �5H �	 � H �� � � .
At ¡º� we have ¡/��á á á �U#Ç¡ ¢ �� ¢ �� á á á ¢ �� # % . Let ¡/[n#Ç¡u�GH ���	 � �º�����uB5B5B5�GH � �?k �	 �·�º��� �?k � . Obviously, ¡º�N¡�[ I� ����� 9 �� �
Z 9 � 	'� S��.�N� implying ¾4¡¹#}¾4¡/[ which yields¾���á á á �­�h¾�¢ � á á á ¢ � #_¾ ² ��³ � � �G� ¢ % �p � £ £ £ � ¢ % �?k �p � � � � � £ £ £ � � �G� �h¾ ² ��³ � � �G� � � £ £ £ � � � � � ¢ % ) �?k ��+ ���p � £ £ £ � ¢ % �p �G�

By substituting the second term of the right-hand side from (6.12) and the rest of the terms from (6.2), and can-

celling out identical terms,.we obtain b ² ��³ � � �G� ¢ % �p � £ £ £ � ¢ % �?k �p � � � � � £ £ £ � � �G� #ib/��á á á �n#Wb .

Note that, for �¥#}(.� this class of facets is described also in [3].

7 The planar assignment polytopes

Each integer point of
� � v � 	q�� corresponds to a Latin square of order � (see, for example, [9]). This implies

� � v � 	q�� ½#>� ,
since there exist Latin squares of any order �C+�� . The polytope

�n� v � 	q�� is also referred to as the Latin square polytope.

In [1], a more general relation between the integer points of
� ����� 	q�� and mutually orthogonal latin squares is presented �

We briefly introduce some definitions (see [17] for details). A Latin square v of order � is an �"?C� square array

consisting of �º	 entries of � different elements, each occurring exactly once in each row and column. Two Latin

squares v
9­#Rw6¾�� ò w and v 	 #Rw�Ä6� ò w are called orthogonal, if every ordered pair of symbols occurs exactly one among

the ��	 ordered pairs � ¾p� ò ��Ä6� ò � , y��RóM#�%'�5�5�5���N� . This definition is extended to a set of more than two Latin squares,

which are said to be mutually orthogonal, if they are pairwise orthogonal. In [1], it is noted that an integer point of� ����� 	q�� corresponds to a set of �Ym<� MOLS. Therefore,
� ����� 	q�� is called the �
��m<�'� MOLS polytope.

The connection between MOLS and
� ����� 	q�� provides information on the existence of at least one integer vector in� ����� 	q�� for certain values of the parameters ���N� . For example, it is known that there cannot be more than �nmr% MOLS

of order � ([17, Theorem 2.1]). This implies that ��m\�Y�"�Xm<% or � �"���"% is a necessary condition for
� ����� 	q�� ½#>� .

Observe that this fact is a special case of Proposition 4.1. The theory of MOLS provides us with further results, not

implied by Proposition 4.1. For example, it is known that
� � t � 	q�� ½#}� , K�� IA× � ÚT24%'���p�qíp7 ([17, Theorem 2.9]).

Theorem 7.1. For �C+ ®yx3z 23'p���­m"%P74� if � ����� 	q�� ½#>� then ¨'yRH � ����� 	q�� # ÷ ��V vø F � d � ø e B4�G�¹m"%�� ��V ø .
Proof. Throughout the proof we will assume that

� ����� 	q�� ½#}� .
We use the same technique as in the proof of Theorem 5.1, i.e. we show that, if there exists an equality ¾4¡M#c¾ � ,

satisfied by all ¡ I � ����� 	q�� , then the vector � ¾/�q¾ � ��Ë can be expressed as a linear combination of the rows of � ����� 	q�� .

This is equivalent to proving that ¨'yRH � ����� 	q�� #_¨'yRH � ����� 	q� .
Assume that every ¡ I �¥����� 	q�� satisfies the equality ¾4¡¹#}¾ � , ¾ IOÅ � � ��¾ � IAÅ . Then, there exist scalars 0 9¢ � ��� ¢ � �0�	¢ � �'� ¢ � �g0 v¢ � �'� ¢ � ��� �5�5�5���g0 � ) � ���,+�¢ � ¢ � �5K�H 9 I 8:9��5�5�5�5�NH � I 8 � , such that:¾�¢ � á á á ¢ � #10 9¢ � ��� ¢ � �20 	¢ � �'� ¢ � �20�v¢ � �'� ¢ � ��� �_B5B5B��{0 � ) � ���,+�¢ � ¢ � (7.1)
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¾ � # ±� ¢ � ��� � ¢ � � Q Ù � ��� ã Ù � 0 9¢ � ��� ¢ � �_B5B5Bs� ±� ¢ � � ¢ � � Q Ù � ã Ù � 0 � ) � ���,+�¢ � ¢ � (7.2)

We define:0 9¢ � ��� ¢ � # ¾ 9�á á á 9 ¢ � ��� ¢ �0�	¢ � �'� ¢ � # ¾ 9�á á á 9 ¢ � �'� 9 ¢ � mr¾ 9�á á á 9 ¢ �0 v¢ � �'� ¢ � ��� # ¾ 9�á á á 9 ¢ � �'� ¢ � ��� 9 mr¾ 9�á á á 9 ¢ � �'� 9q9 mr¾ 9�á á á 9 ¢ � ��� 9 �h¾.9�á á á 90 t ¢ � �7| ¢ � # ¾ 9�á á á 9 ¢ � �7| 9q9 ¢ � mr¾ 9�á á á 9 ¢ �0\}¢ � �7| ¢ � �'� # ¾ 9�á á á 9 ¢ � �'� ¢ � �7| 9q9 mr¾ 9�á á á 9 ¢ � �7| 9q9q9 mr¾ 9�á á á 9 ¢ � �'� 9q9 �h¾.9�á á á 9
...0 � ) � ���,+�¢ � ¢ � # ¾ ¢ � ¢ � 9�á á á 9 mr¾ ¢ � 9�á á á 9 mr¾ 9 ¢ � 9�á á á 9 �h¾.9�á á á 9

As in the proof of Theorem 5.1, the values of the superscript of 0 s are provided by the function î , defined in (3.1). We

can easily verify that î
�
�Ym"%'���.��#&% , î
�
�Ym<�p���.�l#>� , ..., î
��%'���'��# ������V 9 �	 �
By substituting the values of the scalars in equation (7.1), we get¾�¢ � ¢ � á á á ¢ � #x¾ ¢ � ¢ � 9�á á á 9 �h¾ ¢ � 9 ¢ | 9�á á á 9 �_B5B5B��h¾�¢ � 9�á á á 9 ¢ ��$¾ 9 ¢ � ¢ | 9�á á á 9 �}B5B5B��h¾ 9 ¢ � 9�á á á 9 ¢ ��hB5B5B��h¾ 9�á á á 9 ¢ � ��� ¢ �m­�
�Ym<�'�uB4É ¾ ¢ � 9�á á á 9 �h¾ 9 ¢ � 9�á á á 9 �_B5B5B��h¾ 9�á á á 9 ¢ � Ê� �
�Ym"%����
�Ym<�'�� B�¾.9�á á á 9 (7.3)

Writing the right-hand side of (7.3) in terms of j ��� 	 , we get

¾�¢ � ¢ � á á á ¢ � # ��V 9± Ð F 9 �±ø F Ð�� 9 ¾ ² ��³ � �G� ¢ 4 � ¢ ú � � � 9 � £ £ £ � 9 � m��
��m<�'� �±ê F 9 ¾ ² ��³ � �G� ¢ û � � � 9 � £ £ £ � 9 �G�� �
�Ym"%����
�Ym<�'�� ¾.9 £ £ £ 9
or equivalently

¾�¢ � ¢ � á á á ¢ � # ��V 9± Ð F 9 �±ø F Ð�� 9 ¾ ² ��³ � �G� ¢ % 4 � ¢ % ú � � � 9 � £ £ £ � 9 � m��
��m<�'� �±ê F 9 ¾ ² ��³ � �G� ¢ % û � � � 9 � £ £ £ � 9 �G�� �
�Ym"%����
��m<�'�� ¾.9�á á á 9 (7.4)

where 2�yN9��5�5�5�5�Ny � 7�|_0 .

Each point of
� ����� 	q�� is illustrated a set of �
�¥mh�'� MOLS, where sets 8h��� and 8<� � are indexing the rows and the

columns, respectively, of each square. The contents of the cells of the Latin square �GL/mA�'� are elements of the set 8�� � ,
for all L�#U(.�5�5�5����� . Hence, at point ¡ , the element lying in the cell defined by the row H ��� and the column H � � of

the Latin square �GL
m:�'� , is denoted as H � � �GH ��� �NH � � � . The notation H � � �G¡ 8 H ��� �NH � � � denotes the same fact, but at a

specific ¡ I � ����� 	q�� .

Observe that (7.4) is trivially valid for each � -tuple having at least �¥m:� indices equal to one. To prove (7.4) for
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every � -tuple, we need the following intermediate results.

Proposition 7.2. Let �C+���m"% and
� ��� 	 � �� ½#}�p� If ¾4¡¹#}¾ � for all ¡ I � ����� 	q�� � it holds that¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G�# ¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % | � ¢ % �� � ¢ % �� � � £ £ £ � ¢ % � � ¢ % �� � ¢ % �� �G�G�

for H ���9 �NH ���	 I 8<��� and H � �9 �NH � �	 I 8<� � .
Proof. Let Ä E �qS E �q¨ E �qÍ E I 8<� � , K�L I 2�(.�5� � � ���/7 . Consider the arbitrary point ¡ I � ����� 	q�� as illustrated in Table 3. Let

also ¡/[^#_¡u�GH ���9 �aH ���	 ����� , $¡A#_¡u�GH � �9 �ÔH � �	 ��� � , $¡/[�#~$¡u�GH ���9 �ÔH ���	 ����� . Points ¡/[ , $¡ , $¡/[ are illustrated at Tables 4,

6, 5 respectively.

Table 3: Point ¡ (Proposition 7.2)B5B5B H � �9 B5B5B H � �	 B5B5B
...H ���9 Ä v S v...H ���	 ¨ v Í v...

B5B5B
B5B5B H � �9 B5B5B H � �	 B5B5B

...H ���9 Ä � S �

...H ���	 ¨ � Í �

...

Table 4: Point ¡/[ (Proposition 7.2)B5B5B H � �9 B5B5B H � �	 B5B5B
...H ���9 ¨ v Í v...H ���	 Ä v S v...

B5B5B
B5B5B H � �9 B5B5B H � �	 B5B5B

...H ���9 ¨ � Í �

...H ���	 Ä � S �

...

Since ¡º�N¡/[ I � ����� 	q�� � it holds that ¾4¡¹#}¾4¡/[ . Observe that¾ ² ��³ � �G� ¢ % � � ¢ % � � � � ¢ % | � (3� ¢ % � � ¢ % � � � £ £ £ � ¢ % � � (3� ¢ % � � ¢ % � �G�G�#x¾ ² ��³ � �G� ¢ % � � ¢ % � � � � ¢ % | � (���� ¢ % � � ¢ % � � � £ £ £ � ¢ % � � (���� ¢ % � � ¢ % � �G�G� ��K�H ��� I 8<����ÚT2�H ���9 �NH ���	 74�NH � � I 8<� �
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Table 5: Point $¡ (Proposition 7.2)B5B5B H � �9 B5B5B H � �	 B5B5B
...H ���9 S v Ä v...H ���	 Í v ¨ v...

B5B5B
B5B5B H � �9 B5B5B H � �	 B5B5B

...H ���9 S � Ä �

...H ���	 Í � ¨ �

...

Table 6: Point $¡/[ (Proposition 7.2)B5B5B H � �9 B5B5B H � �	 B5B5B
...H ���9 Í v ¨ v...H ���	 S v Ä v...

B5B5B
B5B5B H � �9 B5B5B H � �	 B5B5B

...H ���9 Í � ¨ �

...H ���	 S � Ä �

...

Therefore, ¾4¡¹#}¾4¡/[ becomes¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ � ©�� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � (3� ¢ % �� � ¢ % � � � £ £ � ¢ % � � (3� ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ � � � �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � (3� ¢ % �� � ¢ % � � � £ £ � ¢ % � � (3� ¢ % �� � ¢ % � �G�G�
# ¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � (���� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � � (���� ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � ( � � ¢ % �� � ¢ % � � � £ £ £ � ¢ % � � ( � � ¢ % �� � ¢ % � �G�G� (7.5)

We observe that H � � �G¡ 8 H ���	 �NH � � �C#ÇH � � �G¡/[ 8 H ���9 �NH � � � and H � � �G¡ 8 H ���9 �NH � � �\#ÇH � � �G¡/[ 8 H ���	 �NH � � � , K�H � � I
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8<� �P�NL I 2�(.�5�5�5�����/7 . Thus, (7.5) becomes¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � (3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � � (3� ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � (3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � � (3� ¢ % �� � ¢ % � �G�G�
#x¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � (3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � � (3� ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | � (3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � � (3� ¢ % �� � ¢ % � �G�G� (7.6)

Since $¡º�7$¡/[ I � ����� 	q�� we have ¾�$¡¹#}¾�$¡/[ . By observing that¾p² ��³ � �G� ¢ % � � ¢ % � � � � ¢ % | ���(3� ¢ % � � ¢ % � � � £ £ £ � ¢ % � ���(3� ¢ % � � ¢ % � �G�G�#x¾ ² ��³ � �G� ¢ % � � ¢ % � � � � ¢ % | ���(���� ¢ % � � ¢ % � � � £ £ £ � ¢ % � ���(���� ¢ % � � ¢ % � �G�G� ��K�H ��� I 8<����ÚT2�H ���9 �NH ���	 74�NH � � I 8<� �¾�$¡O#_¾�$¡/[ becomes ¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���(3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���(�� ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���(3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���(�� ¢ % �� � ¢ % � �G�G�
# ¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���( � � ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���( � � ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���(���� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���(���� ¢ % �� � ¢ % � �G�G� (7.7)

We observe, again, that H � � ��$¡ 8 H ���	 �NH � � ��# H � � ��$¡/[ 8 H ���9 �NH � � � and H � � ��$¡ 8 H ���9 �NH � � ��# H � � ��$¡/[ 8 H ���	 �NH � � � ,
27



K�H � � I 8<� �s�NL I 2�(.�5� � � ���/7 . Hence, (7.7) becomes¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���(3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���(�� ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���(3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���(�� ¢ % �� � ¢ % � �G�G�
#x¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���(3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���(�� ¢ % �� � ¢ % � �G�G��$¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G�� ±¢ % � Q Ù % � i6ß ¢ % �� � ¢ % �� à ¾ ² ��³ � �G� ¢ % �� � ¢ % � � � � ¢ % | ���(3� ¢ % �� � ¢ % � � � £ £ £ � ¢ % � ���(�� ¢ % �� � ¢ % � �G�G� (7.8)

We observe that H � � �G¡ 8 H ���9 �NH � � �l#_H � � ��$¡ 8 H ���9 �NH � � � , H � � �G¡ 8 H ���	 �NH � � �J#�H � � ��$¡ 8 H ���	 �NH � � � , H � � �G¡/[ 8 H ���9 �NH � � �l#H � � ��$¡/[ 8 H ���9 �NH � � � , H � � �G¡/[ 8 H ���	 �NH � � ��#=H � � ��$¡/[ 8 H ���	 �NH � � �6��K�H � � I 8<� ��Ú@2�H ���9 �NH � �	 7 . Subtracting (7.6) from (7.8)

yields¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G��h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G�#_¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G��h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ©�| � £ £ £ � ©�� �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � ��� | � £ £ £ � � � �G� �h¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ª | � £ £ £ � ª6� �G�
Substituting Ä E �qS E �q¨ E �qÍ E by H � � �GH ���9 �NH � �9 �6��H � � �GH ���9 �NH � �	 �6�.H � � �GH ���	 �NH � �9 �6�.H � � �GH ���	 �NH � �	 �6� respectively for allL I 2�(.�5�5�5�6���/7 , we obtain the result.

The equation of Proposition 7.2, when applied to an integer point ¡ I �X����� 	q�� , will be denoted as ¡u�GH ���9 �NH ���	 8 H � �9 �NH � �	 � .
Lemma 7.3. For �h+}! and

� ����� 	q�� ½#&�p� let H ���� I 8<���JÚ@24%P7 , H � �� I 8<� ��Ú$24%P7 . There exists the point ¡ I � ����� 	q�� �
illustrated in Table 7 , where H � � �G¡ 8 %'�NH � �� �6�NH � � �G¡ 8 H ���� �5%�� I 8<� �ºÚT24%P74��H � � �G¡ 8 H ���� �NH � �� � I 8<� � for L I 2�(.�5� � � ���/7

Table 7: Point ¡ (Lemma 7.3)% B5B5B H � �� B5B5B% %'�5�5�5���5% H � | �G¡ 8 %'�NH � �� �6�5�5�5�5�NH ��� �G¡ 8 %'�NH � �� �
...H ���� H � | �G¡ 8 H ���� �5%��6�5�5�5���NH ��� �G¡ 8 H ���� �5%�� H � | �G¡ 8 H ���� �NH � �� �6�5�5�5�5�NH ��� �G¡ 8 H ���� �NH � �� �
...
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Proof. Consider the (arbitrary) point ¡ � I � ����� 	q�� illustrated in Table 8.

Table 8: Point ¡ � (Lemma 7.3)% B5B5B H � �� B5B5B% Ä6� |s�5�5�5�5��Ä6� | S�� |P�5�5�5���qS����
...H ���� ¨4� |P�5�5�5�5�q¨4��� Í�� |P�5�5�5���qÍ����
...

Note that Ä6� � , S�� � , ¨4� � , Í�� � I 8<� ��� such that Ä6� ���qÍ�� �r½#ÔS�� � , ¨4� � for every L I 2�(.�5�5�5�����/7 . It is easy to see that¡O#�¡ � �
Ä6� |�½#&%��'%M�-Ä6� |���� |'�
Ä6� �¥½#&%��'%M�-Ä6� ����� �lB5B5B��
Ä6���X½#=%��'%��-Ä6���s����� .
(Back to the proof of Theorem 7.1) For �\+W' , at point ¡ of Lemma 7.3, there exist H � �� I 8<� ��Ú/24%'�qH � � �G¡ 8 H ���� �5%��6�H � � �G¡ 8 %'�NH � �� �6�'H � � �G¡ 8 H ���� �NH � �� ��7 , L I 2�(.�5� � � ���/7 . Let ¡ v É » Ê #&¡u��%��¬H � |� ����%��ÆH � �� ��B5B5B���%��ÆH � 4� �6�'(O�c» �=� .

Also let ¡/	4É » Ê #&¡ v É » Ê �GH � 4� #&H � 4 �G¡ v� 4 8 H ���� �NH � �� ���5H � �� � H � �9 � where H � �9 is such that H � 4 �G¡ v� 4 8 H ���� �NH � �9 ��½#�H � 4� .

Such an H � �9 exists for �_+�' . Hence, H � 4 �G¡/	� 4 8 H ���� �NH � �� �¥½#�H � 4� . Let also ¡ 9 É » Ê #�¡/	'É » Ê ��%y� H � 4� ��� 4 and observe

that H � � �G¡ 	� 4 8 H ���� �5%��w# H � � �G¡ 9� 4 8 H ���� �5%��6��K�L I 2�(.�5� � � ���/7 (7.9)H � � �G¡ 	� 4 8 %'�NH � �� �w# H � � �G¡ 9� 4 8 %'�NH � �� �6��K�L I 2�(.�5� � � ���/7 (7.10)H � � �G¡ 	� 4 8 H ���� �NH � �� �w# H � � �G¡ 9� 4 8 H ���� �NH � �� �6��K�L I 2�(.�5� � � ���/7 (7.11)
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¡ 9 É » Ê ��%'�NH ���� 8 %'�NH � �� �umC¡/	4É » Ê ��%'�NH ���� 8 %'�NH � �� � results in¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % |� � £ £ £ � ¢ % 4� � 9 � £ £ £ � 9 �G� #x¾ ² ��³ � �G� ¢ % �� � ¢ % �� � � � ¢ % |� � £ £ £ � ¢ % 4 ���� � 9 � £ £ £ � 9 �G��$¾ ² ��³ � �G� ¢ % �� � 9 � � � ¢ % |� � £ £ £ � ¢ % 4� � 9 � £ £ £ � 9 �G� �h¾ ² ��³ � �G� 9 � ¢ % �� � � � ¢ % |� � £ £ £ � ¢ % 4� � 9 � £ £ £ � 9 �G�m­� ¾ ² ��³ � �G� 9 � 9 � � � ¢ % |� � £ £ £ � ¢ % 4� � 9 � £ £ £ � 9 �G� �h¾ ² ��³ � �G� ¢ % �� � 9 � � � ¢ % |� � £ £ £ � ¢ % 4 ���� � 9 � £ £ £ � 9 �G��$¾ ² ��³ � �G� 9 � ¢ % �� � � � ¢ % |� � £ £ £ � ¢ % 4 ���� � 9 � £ £ £ � 9 �G� �º�h¾ ² ��³ � �G� 9 � 9 � � � ¢ % |� � £ £ £ � ¢ % 4 ���� � 9 � £ £ £ � 9 �G�(7.12)

For each term of (7.12), the indices with the value % are grouped together, yielding:¾ ² ��³ 4 �G� ¢ % �� � £ £ £ � ¢ % 4� � � � 9 � £ £ £ � 9 �G� #x¾ ² ��³ 4 ��� �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � � � 9 � £ £ £ � 9 �G��$¾ ² ��³ 4 ��� �G� ¢ % �� � ¢ % |� � £ £ £ � ¢ % 4� � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 ��� �G� ¢ % �� � ¢ % |� � £ £ £ � ¢ % 4� � � � 9 � £ £ £ � 9 �G�m­� ¾ ² ��³ 4 �'� �G� ¢ % |� � £ £ £ � ¢ % 4� � � � 9 � £ £ £ � 9 �G� �h¾ ² ��³ 4 �'� �G� ¢ % �� � ¢ % |� � £ £ £ � ¢ % 4 ���� � � � 9 � £ £ £ � 9 �G��$¾ ² ��³ 4 �'� �G� ¢ % �� � £ £ £ � ¢ % 4 ���� � � � 9 � £ £ £ � 9 �G� �º�h¾ ² ��³ 4 �7| �G� ¢ % |� � £ £ £ � ¢ % 4 ���� � � � 9 � £ £ £ � 9 �G� (7.13)

We consider equation (7.13) for »�#}� and recursively substitute terms until »­#_( . As a result, we derive equation

(7.4) for H � �� I 8<� ��Ú�24%P74�NL I 0 . As in Theorem 5.1, we can derive (7.4) for a � -tuple with Ì indices equal to one by

starting the recursive substitution for »�#>�YmCÌ­��%��"Ì�����mr(4� . The proof of (7.1) is now complete.

Equation (7.2) follows from the assumption that
�n����� 	q�� ½#>� . This assumption implies that there exists at least one¡ I � ����� 	q�� such that � ����� 	q�� ¡\#�Í . Therefore, summing over all equations, weighted by the corresponding scalars 0 ,

and taking into account equation (7.1), we obtain¾4¡¹# ±� ¢ � ��� � ¢ � � Q Ù � ��� ã Ù � 0 9¢ � ��� ¢ � �_B5B5Bs� ±� ¢ � � ¢ � � Q Ù � ã Ù � 0 � ) � ���,+�¢ � ¢ �
Denoting the right-hand side, of the above equation, by ¾ � completes the proof.

By similar arguments to the ones used in Propositions (5.2) and (5.3), it can be established that, for �C+ ®yx3z 23'p���^m%P7 and
� ����� 	q�� ½#�� , the inequalities ¡^©�+=�n�G¡�©��U%�� define (do not define) facets of

� ����� 	q�� . Constraints (1.5) define

improper faces of
�¥����� 	q�� since they are satisfied by all points of

�¥����� 	q�� .

8 Concluding remarks

This work introduces an IP model for the class of linear-sum assignment problems. This model establishes a frame-

work for unifying the polyhedral analysis of all assignment polytopes belonging to this class. In particular, the dimen-

sion of the linear relaxation of all members of this class is derived. The properties of integer points are encompassed

in the definition of the interchange operator, which exploits inherent isomorphisms. A hierarchy among assignment

polytopes is naturally imposed. Focusing on the classes of axial and planar assignment polytopes, through the use

of the mapping j and the derived recurrence relations, we prove that their dimension equals a sum of terms from

Newton’s polynomial. The potential of this unified approach is demonstrated by identifying a family of non-trivial

facets for all axial assignment polytopes.
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